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This volume is inspired by the works of David H. Jonassen. As a consequence, we dedicate this volume to those whom have been directly infl uenced by David – namely, his students and colleagues, several of whom have contributed chapters.

J. Michael Spector, Barbara B. Lockee, Sharon E. Smaldino, and Mary C. Herring

Summer 2012

In Memoriam

David H. Jonassen passed away December 2nd 2012 prior to the publication of this book. During the last two years of his life, while struggling with cancer, Dave not only contributed to this volume by recommending authors and writing the fi nal chapter, but he was also named a Fellow to the American Educational Research Association based on a lifetime of substantial contributions, and he earned the 2012 Outstanding Reviewer Award for the Development Section of Educational Technology Review & Development based on both quality and quantity of reviews while serving on the ETR&D Research Section’s Editorial Board. The Monday before he passed away, he participated in a dissertation defense. For these and so many other remarkable achievements, Dave was named the fi rst recipient of the David H. Jonassen AECT Excellence in Research Award. His family, friends, and colleagues will remember his many contributions over the years as well as the superb quality of his intellect and character.
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Preface

This collection of scholarly essays is inspired by the substantial body of learning research by David H. Jonassen in the areas of mindtools and problem solving; see, for example, Jonassen’s Modeling with technology: Mindtools for conceptual change (2006) and Learning to solve problems: A handbook for designing problem-solving learning environments (2011). Jonassen’s work has inspired educational development, instructional design, and learning research in many areas and in many different contexts. Educational research and development in the following areas, among others, have been significantly influenced by Jonassen’s research: case-based learning, constructivist designs and paradigms, hypermedia, individual differences, problem solving, simulation-based learning, task analysis, virtual reality and so much more.

The co-editors contributed equally to this effort and are all past presidents of the Association for Educational Communications and Technology (AECT) in which Jonassen has been active for many years. We initiate the volume with a unifying rationale and description of the contents. This is followed by contributions from some 20 researchers who write about an aspect of Jonassen’s published work and elaborate the subsequent educational research and development that has evolved. The volume concludes with a forward-looking reflective piece by Jonassen entitled “First Principles of Learning” that considers where educational technology should be headed.

The focus of the volume is on educational technology, especially with regard to how new technologies have facilitated and supported problem solving and critical thinking. Each chapter focuses on a particular aspect of learning with technology and elaborates the implications for the design and implementation of learning environments and activities aimed at improving the conceptualization of problems, reasoning and higher-order thinking, and solving challenging problems.

We know that Jonassen’s substantial body of scholarly work has influenced research and practice pertaining to educational technology, broadly conceived. We hope that these essays will extend that influence and add to the already impressive impact on researchers, designers, teachers and others.
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1 Mindtools and Problem Solving

An Introduction

J. Michael Spector, Barbara B. Lockee, Sharon E. Smaldino, Mary C. Herring

Learning, Complexity and Problem Solving

When one thinks about the nature of working and living in the twenty-first century, what comes to mind? Of course the answers will vary from person to person, region to region, and situation to situation. For many, the answers are likely to be related, however indirectly, to the problems one encounters or expects to encounter. Typical/generic problems include selecting a career, deciding to get married and have children, purchasing a home or car, planning an event, ending a relationship, resolving a dispute, being productive at work, and so on. Many have argued that such problems have become more challenging and complex in the twenty-first century due to new technologies, globalization, and rapidly changing circumstances surrounding many of the problems we are likely to confront. Not surprisingly, one of the central objectives of education and many instructional programs is to improve problem-solving skills and abilities (Borgman, 2008; Bransford, Brown & Cocking, 2000; Jonassen, 2004, 2006, 2007, 2011; NRC, 2011).

Once one decides that addressing problem solving in an instructional sequence or educational program is critically important, this question arises: what is it that makes some problems especially challenging for different learners? What are the sources of complexity in various problem-solving situations? Some complexity is inherent in a problem itself. For example, understanding all the complexities involved in purchasing a house compared with those needed to balance a checking account. Problems tend to become more complex when the system or situation involves non-linear relationships among some of the system components, when there is internal feedback and when there are delayed effects. For example, in a manufacturing environment when production is faced with a large backlog of orders, one tactic is to pay people to work overtime to meet that backlog. However, if the overtime persists, the result may be that after a short period of improved productivity and backlog reduction, people begin to make mistakes with the result that orders are misplaced and work has to be reaccomplished. In short, what appeared for a short period of time to be a linear improvement in backlog reduction may turn into a non-linear situation resulting in worsening backlog.

Another source of complexity concerns the people involved in a problem situation. A person with limited knowledge of land prices, home inspection, the cost of remodeling, school districts, and city codes would find it very challenging, while a realtor might regard these issues as quite simple. A person’s background and prior experience is clearly relevant to the perceived complexity of a problem situation. Likewise, a person who is distracted by other matters (e.g., a family crisis, an illness, etc.) may not be able to concentrate on the problem at hand which might have otherwise been easily managed.

In addition, there are general limitations to human reasoning, such as the limits on working memory (Miller, 1956). There is also strong evidence that many people do not reason well when non-linear relationships and delayed effects are involved (Dörner, 1996). Couple these facts about the limitations and constraints of human reasoning with the increasing complexity of problems that we are likely to confront, and one can sense that the educational challenges of the twenty-first century are far from trivial.

What can be done to extend reasoning abilities and better cope with the complex problems we are likely to encounter? Given the history and success of the human experience with tools, the notion of tools to extend our problem-solving abilities is a natural course of action. Agriculture tools allowed early civilizations to thrive in one location and abandon nomadic traditions. Manufacturing tools enabled modern civilizations to create healthier and more productive living arrangements. Of course tools have also been used destructively. A tool in and of itself is perhaps value neutral. For now, we want to focus on how tools might extend our problem-solving abilities, which brings us to the domain of cognitive tools, also known as mindtools (Jonassen, 2000; Jonassen, Carr, & Yueh, 1998).

Before discussing powerful mindtools that support and extend our problem solving and critical reasoning abilities, first take a quick look at a simple mind tool so as to develop a common point of reference. Table 1.1 depicts a simple cost estimation for a vacation. This table was created in Word using a formula to automatically calculate the total.

Imagine that one of the two persons involved in this vacation plan brings this simple table to the other person. A discussion begins. Soon other locations are being considered along with a different length of stay and alternative lodging arrangements. The initial table would then need to be recreated for each scenario to compare outcomes. Suppose the couple has a fixed


Table 1.1 Simple mindtool example

	Description
	Estimated cost



	Travel to and from location
	$2,000



	Lodging at destination
	$1,500



	Meals and entertainment
	$875



	Total
	$4,375




maximum budget of $5,000 for the vacation and they want to stay within that limit. In such a case, a spreadsheet would be more helpful in exploring alternatives. A spreadsheet will allow multiple types of formulas to be used along with a variety of constants that can easily be changed to support multiple “what if?” analyses. For example, one cell in the spreadsheet might be used for the number of days involved. This cell can then be referred to when calculating the cost of lodging. Moreover, the couple can then manipulate that single cell to see what would happen if they extend the vacation from four to five days, for example. Such a spreadsheet then becomes a valuable extension of the couple’s reasoning repertoire and might enable them to reach a desirable solution more quickly than might otherwise be possible without such a tool. It allows them to externalize their internal mental models using the spreadsheet as a mindtool (Jonassen, 2006).

Use of the computer as a mindtool to construct better mental models is now quite familiar to many people thanks to David Jonassen’s work. Using mindtools to construct technology-mediated model of phenomena can be considered among the most conceptually engaging task that students can undertake (Jonassen, Howland, Marra, & Chrismond, 2008). The next step is to extend this notion of mindtools to more challenging problems and problem domains. As this is done, it is worth noting that many environments such as home, school, and work, have developed and deployed such tools to support various problem-solving tasks. Given that fact, the integration of mindtools into an instructional sequence and throughout an educational system becomes more than merely a good thing to do — it becomes part of responsible education and training in the twenty-first century.

Part 1 of this volume presents three additional contributions that provide a multi-dimensional context for mindtools. In Chapter 2, Seel, Ifenthaler, and Pirnay-Dummer addresses the dimensions of learning, complexity and problem solving from a psychological perspective involving the successive and cumulative development of useful and productive mental models. In Chapter 3, Wilson addresses the dimensions of learning, complexity and problem solving from an instructional design perspective, emphasizing the critical importance of meaningful practice in developing knowledge and understanding. In Chapter 4, Reeves provides a synthesis of these dimen-sions and perspectives as applied to the challenging and complex domain of healthcare.

Representation and Visualization Affordances

Technological innovations for teaching and learning have brought significant advancements in pedagogical approaches, especially since the advent of personal computing technologies. The methods available for the representation of information have evolved to provide a broader array of options in the way that information can be represented and, consequently, engaged with by the learner. The construct that Levie and Dickie (1973) described as media attributes, or features of the instructional delivery system, has been more recently explored as affordances of learning environments (Gibson, 1977; Gaver, 1991; Norman, 1988; Kirschner & Wopereis, in press). Jonassen’s examination of the computer as a mindtool reflects the ability of such technological systems to support learning, in part due to the inherent features of these systems to facilitate different strategies for visual representations of information. On the part of the designer, computers can represent the learning context, supporting the use of problem-based approaches that situate the learner in real-world, meaningful challenges. On the part of the learner, the visual dimension of such systems can reflect interactions with and resulting representations of learning with mindtools.

While the notion of computers as mindtools was not among Jonassen’s initial works related to the use of technology for learning, his early work did explore strategies for the creation of effective learning environments by leveraging the visual features, or affordances, of media to support learning. For example, in his book, The Technology of Text: Principles for Structuring, Designing, and Displaying Text (1982), Jonassen presented message design guidance for the use of various types of text (printed, electronic, teletext), as well as design principles for supplemental visual information such as diagrams, charts, and so on. The principles featured in this book have continuing relevance to current message design needs, particularly with the proliferation of distance learning, so much of which is delivered primarily through text-based information. Researchers and practitioners alike still examine and employ aspects of this important work — see Chapter 8 by Wijekumar and Meyer.

The affordances of technologies to represent visual understanding continue to develop, as innovations have brought forth new ways to support instructional design and learner engagement. In Chapter 5, Warren and Wakefield examine how educational games provide constructivist learning environments that align with Jonassen’s notion of mindtools that support critical thinking and, therefore, cognition. Kirschner and Wopereis contend in Chapter 6 that Web 2.0 tools not only facilitate collaborative, constructivist learning activities for students, but they can also provide the infrastructure for networked communities of practice, a newly conceived mindtool for teacher professional development.

In Chapter 7, Laffey, Schmidt, and Galyen advocate the use of three-dimensional virtual environments (3D VE) as experience tools that would support authentic learning experiences that are at the same time social, embodied, meaningful and playful. Also related to the social affordances of technological learning environments, As technologies for learning continue to evolve, so will mechanisms to design and assess visual representations of knowledge. In Chapter 9, Tan discusses potential ways to advance the foundational research to which Jonassen (2000, 2004, 2006) contributed so significantly in this area, asking us to examine our own beliefs and ideologies related to the design of technology-supported, problem-based learning environments.

In sum, Part 2 of this volume provides a reminder of how very important support for representation and visualization are in the process of coming to know and understand. Jonassen’s many publications have helped us learn this valuable lesson.

Problem Solving and Critical Thinking

In his many published works, David Jonassen has contributed much to the context of problem solving and the critical thinking relevant to the process of solving problems. In Part 3, the five authors have focused on issues associated with these elements.

In Chapter 10, Michael Hannafin explores the connection between theory and design in addressing learning needs. His focus on the implications of differences in theory and epistemology demonstrates their impact on learning and design of instruction. In Chapter 11, Woei Hung advocates for the integration of problem-based learning (PBL) as an instructional strategy to challenge students to address real-world issues. The suggestion is that PBL provides students of any age the opportunity to explore a learning problem and develop approaches to resolution of that circumstance. In Chapter 12, Lee and Murcia offer a view of problem solving and elements of conceptual change. They propose that when students engage in problem solving they become aware of the inconsistencies in their own thinking and subsequently gain a better understanding of their own way of thinking and learning needs. In Chapter 13, Land, Smith, and Zimmerman offer the use of computer tools to be adapted or created to extend thinking and problem solving. Using Jonassen’s (2000) model of mindtools, they apply that model to three examples where mobile technologies can serve as the vehicles to support student thinking and creative learning in all settings. In Chapter 14, Brian Belland focuses on Jonassen’s work pertaining to illstructured problems and how students need to apply argumentation in their thinking process as they try to resolve those problems (Jonassen & Kim, 2010). Without simple solutions, students need to develop their skills in preparing arguments to support resolutions.

In each chapter of this section of the book, the interrelated themes of problem solving and critical thinking are central to the ideas presented. Whether advocating for the connections to theory or the use of particular technology tools, the notion that as designers and instructors we are responsible for providing the opportunity to explore problems, no matter how complex or illstructured, and to facilitate the learning process for students.

Integrating Mindtools into Teaching and Learning

There is much discussion these days about the need to change the way we go about educating students for the twenty-first century. Within these discussions is often included the concept that technology is another tool in the toolkit. David Jonassen has reminded us for years that they are not just tools, but instead that technology can be used as a mindtool to address illstructured problems. Mindtools are not machines and systems; instead they represent a concept. It is a concept that embraces the use of constructive, higher-order critical thinking that is modeled and supported by the use of a computer application (Jonassen et al. 2008).

The Partnership for 21st Century Skills (P-21) is a primary mover in the area of educating for the twenty-first century needs. P-21 (see http://www.p21.org/.) argues that students must not only learn content but also develop essential skills for success such as critical thinking, problem solving, collaboration and communication (Partnership, 2009). The use of the mindtools concept aligns well with the P-21 concepts with its focus on “active, constructive, intentional, authentic, and collaborative” mindful thinking (Jonassen et al., 2008, p. 96).

Jonassen, in his contribution to this volume, reminds us that learning is problem-focused necessarily engages the deeper processing of information and results in more meaningful kinds of knowledge. Knowledge can be categorized in multiple forms. A main aspect of all educational models or curricula used to categorize knowledge is a focus on intended learning outcomes. These outcomes are key to the design of any instructional system. Jonassen and Tessmer (1996/1997) and Tristen (see Chapter 15) have categorized various types of learning outcomes into taxonomies that can be used to design or evaluate instructional systems and to generate research questions about them. These authors expanded upon previous taxonomies noting that as learning theories, systems, and settings changed so too would the types of learning systems.

Taxonomies provide a way of classifying and identifying the levels of complexity of a thinking process typically associated with a type of knowledge and a set of evidences. Use of taxonomical categories help to verify that learning of the type and quality established by the curriculum or educational program has occurred, an important piece in our present age of educational accountability for not only learning but also the use of resources such as technology. Taxonomies assist in identifying and creating the type of intended learning. Expanded opportunities for learning have extended the use of mindtools in a variety of educational settings. An example of primary areas of expansion in the twenty-first century is distance learning.

Jonassen conceptualized mindtools in the 1990s. At this time, online learning held minimal importance for educators. Times have changed! During the fall 2010 term, over 6.1 million American college students were taking at least one online course; an increase of 560,000 students over the number reported the previous year (Allen & Seaman, 2011). Meanwhile, K-12 online learning is growing at an annual rate of 30 percent in the USA and similar growth is occurring in other countries. Stateled virtual schools are found in 34 of the 50 states in the USA, and 70 percent of American school districts offer at least one online course to students (iNACOL, 2012). Do mindtools concepts still work in these new learning settings? Yes!

Mindtools can help to overcome some of the challenges of enabling meaningful learning online. Mindtools port easily to the online setting as long as they are part of instructional activities that are supportive and meaningful. Mindtools are still relevant because they are not discipline specific and they are financially and cognitively accessible. When an online educator incorporates mindtool activities it means that the learners represent what they know by working with the technology (e.g. pose a real-world problem that students must solve using online data) rather than learning from the technology in forms such as tutorials or drill and practice applications, as Rose Marra argues in Chapter 16.

Jonassen et al. (2008) remind us that to have meaningful learning we must create activities that are active, constructivist, cooperative, authentic, and intentional (see also Gagné & Merrillm, 1990). These are not just terms, but a frame for instructional designers to use when designing and implementing instruction in any setting. He argues that the most powerful modes of thinking that lead to the most meaningful learning are problem solving, analogizing, modeling, reasoning causally, and arguing. No matter the mode, all learning environments should support productive thinking by students, which is Jonassen’s closing remark in his contribution to this volume.

Concluding Remarks

In one sense, Jonassen falls within the mainstream of instructional design researchers. In his contribution to this volume, Jonassen makes a strong case that problem-centered learning is vitally important in developing productive and useful thinking and reasoning skills. Many others agree. Merrill’s (2002) instructional design model has problems at the center. van Merriënboer’s (1997) Four-Component/Instructional Design (4C/ID) model also puts problem solving on center stage, distinguishing two quite different kinds of problems — those involving recurrent tasks and those involving non-recurrent tasks, each of which requires somewhat different kinds of instructional support.

The notion that the type of thing to be learned can be traced back to Gagné (1965) and perhaps to instructional design researchers prior to Gagné Jonassen’s focus on types of problems culminated in a handbook for designing meaningful problem-solving environments to support learning (2011). That is what instructional designers do — they devise methods to support learning.

While Jonassen’s many contributions now seem well within the mainstream of instructional design and educational research, when first introduced they were clearly at the leading edge of where learning and instruction was headed. As a result of his untiring efforts, it is now expected that learning environments will include scaffolding for analogical reasoning, interactions with models, opportunities to develop causal reasoning, support for argumentation and many other affordances in support of improving human problem solving. As Jonassen so appropriately concludes in Chapter 17, instruction and learning environments should support productive thinking and problem solving. By stirring up the muddy waters of previous research and development in the area of instructional systems and learning environments, Jonassen has created a clear focus on the first principle of learning — support productive thinking.

As you move through the chapters in this festschrift for David Jonassen, you will find the embodiment of his lifelong commitment to meaningful learning and see the impact of his work around the world. Thank you, David, for inspiring so many to do so much.
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2 Mental Models and Their Role in Learning by Insight and Creative Problem Solving

Norbert M. Seel, Dirk Ifenthaler, and Pablo Pirnay-Dummer

 

 

Introduction

In the literature on great inventions we can find some illustrative examples referring to insight and restructuring in creative problem solving. So, for example, the famous chemist Kekulé reports that he found the ring structure of Benzol after a long and tedious period of cogitation when he dreamed about a snake biting its tail. The mathematician Poincaré (1908) reports that his idea of a new class of mathematical functions appeared suddenly and unexpectedly while he was boarding his vehicle during a journey. Amazingly, the purpose of his journey was to take a break from his unsuccessful and frustrating work on this problem. Similar anecdotes have been reported with regard to other scientific inventions, such as the decoding of genetic information. When Watson (1968) was asked how he deciphered the double helix structure he answered that he discovered this structure while playing with model devices that represented the already known basic sequences of deoxyribonucleic acid (DNA). While playing with the devices he arrived at the spontaneous insight that these devices had to be arranged as a spiral stairs.

Already across the first half of the twentieth century, some researchers attempted to develop theoretical models of insightful problem solving on the basis of such subjective reports. Among these attempts, the model of problem solving developed by Wallas (1926) became popular. The initial phase of this model is the preparation phase, which is concerned with the formulation and specification of the problem and a search for solutions that, however, fail within the realm of the original problem specification. Thus, at the end of this initial phase the feeling arises that the problem is not solvable. Therefore, another phase follows where the active search for a solution is interrupted and the problem solver puts the problem aside. This phase is called the incubation phase. Suddenly, the problem solver achieves insight into the problem. This phase is called the illumination phase and is characterized by the fact that the problem’s solution appears unexpectedly in the consciousness of the problem solver. Finally, the verification phase involves working out the implications of the new insight. Clearly, the heart of this model is the incubation phase followed by a spontaneous illumination, the so-called insight. Wegner (2002) described this phenomenon with the following words:


The happiest inconsistency between intention and action occurs when a great idea pops into mind. The action in this case is the occurrence of the idea, and our tendency to say “Eureka!” or “Aha!” is our usual acknowledgement that this particular insight was not something we were planning in advance. Although most of us are quite willing to take credit for our good ideas, it is still true that we do not experience them as voluntary.

(Wegner, 2002, p. 81f)



This statement illustrates the paradox of insight. While consciously managed, and when volitional and strenuous attempts of problem solving fail, a sudden and unconsciously generated and inadvertent idea unforeseeably provides the solution.

For a long time, Gestalt psychologists, such as Wertheimer, Kohler, Duncker, and Maier, explained the phenomenon of creative problem solving as a matter of spontaneous and unconscious insight. Based on the results of his ingenious experiments on the two-string or pendulum problem, which have been described extensively in the psychological literature (e.g. Eysenck, 2004; Saugstad, 1957), Maier concluded:


Before the solution is found there is disharmony. The reasoner cannot quite see the relation of certain things in the room to the solution of the problem. The next experience is that of having an idea. The “transformation” or “organization” stage is not experienced in reasoning any more than in reversible perspective. The new organization is suddenly there. It is the dominant experience and covers any factor which just preceded it.

(Maier, 1931, p. 191)



The assumption of illumination as a sudden insight into a problem was the mantra of Gestalt psychology and cognitive psychology until the emergence of mental model theory in the 1980s, according to which the solution of a problem is found by means of a mental model (Seel, 1991). Unlike the earlier explanations of Gestalt psychologists, mental model theory considers insight and restructuring as a matter of conscious changes of the problem representation by means of a working model, which allows the problem solver to perform actions entirely internally to judge their consequences, interpret them, and draw conclusions based on them (Rumelhart, Smolensky, McClelland, & Hinton, 1986). According to mental model theory, a problem is represented at the beginning in such a way that an immediate solution is not possible. All initial attempts to solve the problem fail, and the problem solver reaches a dead end (i.e. the incubation phase). To leave the dead end, the problem solver must change the problem representation iteratively until a plausible solution becomes possible. This is based on the learning-dependent progression of a mental model, which involves processes of restructuring and reorganizing world knowledge, resulting in changes to the problem representation and finally in the solution.

In this chapter, we describe how mental models operate to afford insight into a problem and its solution. First, we describe briefly the theory of mental models and its implications for creative problem solving. Then we focus on the effects of the learners’ semantic sensitivity on the construction and revision of mental models. After reporting some results of empirical research, we discuss the instructional implications.

The Theory of Mental Models

In the 1980s, the theory of mental models emerged and introduced a constructivist approach to modeling into cognitive science and related fields of interest (Johnson-Laird, 1983) that complemented the prevalent pragmatic approaches to model building of the time. The theory of mental models is based on the assumption that cognition takes place in the use of mental representations in which individuals organize symbols or representations of experience or thought in such a way that they effect a systematic representation of this experience or thought, as a means of understanding it — or explaining it to others (Seel, 1991).

In a historical review, Johnson-Laird (2004) traced the theory of mental models back to Peirce (1883) as well as to Wittgenstein (1922) and the Gestalt psychologists. In accordance with Peirce’s semiotics, cognitive psychology differentiates at the very least between (picture-like) images and (language-like) propositions as forms of mental representation. Johnson-Laird (1983) added mental models as a particular form of representation that mediates between images and propositions (Markman, 1998). In addition, Johnson-Laird (1983, 2004) referred to the work of Craik (1943), who argued that an individual who intends to give a rational explanation for something must develop practicable methods in order to generate adequate explanations from the available knowledge of the world and a limited information processing capacity. Thus, in order to create subjective plausibility the individual constructs an internal model that both integrates the relevant semantic knowledge and meets the perceived requirements of the situation. Accordingly, this model works when it fits the subject’s knowledge as well as the explanatory need with regard to the concrete situation. More generally, Craik points out:


If the organism carries a “small-scale model” of external reality and of its own possible actions within its head, it is able to try out various alternatives, conclude which is the best of them, react to future situations before they arise, utilize the knowledge of past events in dealing with the present and the future, and in every way to react in a much fuller, safer, and competent manner to the emergencies which face it.

(Craik, 1943, p. 61)



Since the concept of mental models was introduced into cognitive science it has been criticized by proponents of schema theories, who consider mental models as mere instantiations of local schemas (e.g. Brewer, 1987; Rips, 1987). In contrast, the schema concept is not widely accepted in the field of cognitive science. For example, Anderson (1983) and Johnson-Laird (1983) did not operate with the schema concept, and other researchers, such as Brown (1979) and Prinz (1983), have rejected schemas as an unnecessary and insufficiently defined construct of cognitive psychology. This is not the place to expound on the arguments of this controversial debate about schemas and mental models. Today, most cognitive scientists agree on the point that schemas and mental models serve different cognitive functions. Schemas represent generic and abstract knowledge acquired on the basis of manifold individual experiences with objects, persons, situations, and behaviors (Mandler, 1984). As soon as a schema is fully developed it can be applied immediately to assimilate information about new experiences. But how do people operate cognitively in the case of novel problems for which no schema can be retrieved from memory? The answer for those who advocate mental model theory is that people construct a mental model of the situation or problem to be solved. In accordance with this argumentation, the next section of this article will describe a theoretical model that integrates schemas and mental models into a comprehensive architecture of cognition with the aim of explaining their unique functions in cognition.

According to Rumelhart et al. (1986), people have three essential abilities for processing information and acting successfully in various environments. First of all, people are very good at pattern matching. They are obviously able to quickly settle on an interpretation of an input pattern. This ability is central to perceiving, remembering, and comprehending. It is probably the essential component of most cognitive behavior — and it is based on the activation and instantiation of schemas. Second, people are very good at modeling their worlds due to their ability to anticipate new states of affairs resulting from actions in the world or from an event they might observe. Both pattern matching and modeling are grounded on building up expectations by internalizing experiences and are crucial for making inferences (Seel, 1991). Third, people are good at manipulating their environments. This can be considered as a version of man-the-tool-user, which is perhaps the crucial skill for building a culture. Especially important here is the ability to manipulate the environment and to create artifacts as external representations which can be manipulated in simple ways to get answers to very difficult and abstract problems. Jonassen has referred to external representations as “mind tools” closely related with the use of computers (Jonassen, Carr, & Hsiu-Ping, 1998). As people gain experience with the world created by their actions they internalize their experiences with external representations to develop mental models.

In order to explain the aforementioned basic capabilities, Rumelhart et al. (1986) divide the cognitive system into two modules or sets of units. One module — called an interpretation network — is concerned with producing appropriate responses to any input from the external world, while the other module is concerned with constructing a model of the world and producing an interpretation of what would happen if we did that with a particular external representation. The modeling part of the cognitive architecture is concerned with generating expectations about possible changes to the world as a result of imagining an external representation and operating on it. The interpretation network receives input from the world and reaches a relaxed mental state by producing relevant cognitive responses, whereas the model of the world predicts how the input would change in accordance with these responses. From a psychological point of view, it can be argued that the interpretation network operates with s chemas, which help the learner to assimilate new information into cognitive structures and constitute the fundamental basis for the construction of mental models of the world as well. In cognitive psychology, as well as in parallel distributed processing (PDP) models, schemas are characterized as slot-filler structures used to organize concepts, relations between them, and operations with them semantically. However, PDP models do not consider schemas as stored structures of the semantic memory that can be activated when necessary but rather as representations of complex constraint satisfaction networks that trigger the interpretation of input information. Schemas emerge at the moment they are needed to interpret new information. Each schema results from the interaction between a large number of simpler units, which all work together to come to an interpretation of input information. Schemas are implicit in people’s knowledge and are triggered by the events that they have to interpret. This conception clearly contradicts the conventional belief of educational psychologists that schemas are stored in memory. From the point of view of the PDP approach, nothing stored actually corresponds directly to a schema; rather, “what is stored is a set of connection strengths which, when activated, have implicitly in them the ability to generate states that correspond to instantiated schemata” (Rumelhart et al., 1986, p. 21). Schemas are active processes but not products. They can be understood as recognition devices aiming at the evaluation of their goodness-of-fit to the data being processed.

Basically, Rumelhart et al. (1986) see the emergence of models of the world or mental models in the same way. A mental model also consists of a network, which, however, does not take its input from the external world but rather from the interpretation network with the aim of specifying the actions that can be carried out in pure imagination. Its product consists of an interpretation of what can happen when actions are performed. Accordingly, the function of the mental model is to simulate actions in the mind, to assess their consequences, to interpret them, and to use these interpretations for making inferences. While the interpretation network takes its inputs from the world, the model-based network takes its inputs from actions of the interpretation network and predicts what changes they will bring about. Therefore, the model-based network can also be considered as an “action network” and constitutes the space for mental simulations.

According to Seel (1991), this cognitive architecture proposed by Rumelhart et al. (1986) corresponds to Piaget’s (e.g. 1976) fundamental idea that cognition is regulated by the interaction between assimilation and accommodation, which aims at adjusting the mind to meet the necessities of the external world. Assimilation can be considered as the fundamental basis of the interpretation network and is dependent on the activation of schemas, which allow new information to be integrated into existing cognitive structures. In cognitive psychology, schemas are understood as slot-filler structures that serve central cognitive functions, such as integrating information into cognitive structures, regulating attention, making inferences in the process of acquiring knowledge, and reconstructing it from memory. As soon as learners have consolidated schemas to a sufficient extent through learning and development, they provide them with the cognitive framework for matching information from stimuli with content from knowledge memory, thus allowing them to select the information that is consistent with a schema. Anderson (1984) captures the essence of these functions of schemas when he remarks: “Without a schema to which an event can be assimilated, learning is slow and uncertain” (p. 5). Schemas represent the generic knowledge a person has acquired in the course of numerous individual experiences with objects, people, situations, and actions. As soon as a schema can be activated, it is automatically used and regulates the assimilation of new information in a top-down procedure. This allows information to be processed very quickly, a function which is vital for humans as it enables them to adapt to their environment more quickly.

Assimilation is a basic form of cognitive processing, but certainly not the only one. Another basic form consists in accommodation aiming at restructuring knowledge. Accommodation aims, first of all, at a modification of a schema by means of accretion, tuning, or the reorganization of its structures and content (Norman & Rumelhart, 1978). This kind of accommodation presupposes an adjustment of existing schemas to new but familiar input information. In accordance with this view, Chi (2008) distinguished between three types of conceptual change. First, if there is no prior knowledge of the concept to be learned, learning consists of adding new knowledge. Second, if the available knowledge is incomplete learning consists of gap filling. In both of these situations, learning consists of enriching existing knowledge structures, whereas in a third situation existing preconceptions may be incorrect and contradict the concepts to be learned. In this case, a conceptual change is necessary. What these kinds of learning have in common is that schematically organized knowledge exists and can be adjusted to fit new information. However, speaking about mental model transformation is somewhat misleading because schemas are modified in accordance with the distinction made by Norman and Rumelhart (1978).

If an adjustment of a schema is not possible — that is, if the accretion, tuning, and/or reorganization of a schema fail, or if no schema can be activated at all — the learner either can abandon the cognitive processing or else invest some mental effort to develop a mental model. Accordingly, mental
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Figure 2.1 Cognitive functions of assimilation and accommodation (Ifenthaler &Seel, 2011, p. 539).





models must be seen as products of accommodation (as discussed in Piaget’s epistemology) that aim at adjustments of cognitive structures to the environment whenever the subject is not able to activate and modify an appropriate schema (Seel, 1991, 2006). In contrast to schemas, mental models operate from the “bottom up” under the continuous control of consciousness. As long as the information being processed can be assimilated promptly into cognitive structures and as long as schemas can be modified by means of accretion, tuning, and reorganization, there is no need to construct a mental model. This theoretical conception can be illustrated as in Figure 2.1.

Mental models constitute the fundamental basis for developing models of the world and may serve as models for reasoning as well as models for understanding (Mayer, 1989). In both cases, mental models are constructed to meet the specific requirements of situations and problems the subject is faced with for which the activation and/or modification of a schema fails. In contrast to schemas as slot-filler structures, mental models contain sets of assumptions that must be justified by observations or by mapping them to world knowledge. This justification of assumptions is closely connected with a reduction to absurdity (Seel, 1991), that is, a process of testing continuously whether a model can be replaced with a better model. As long as this is not possible, the model is considered suitable.

Models for understanding, which are necessary for problem solving, have their starting point in the tentative integration of relevant simple structures or even single bits of domain-specific knowledge step by step into the coherent design of a working model to meet the requirements of the problem to be solved. Johnson-Laird (1983) considers this process of a stepwise enrichment of a model with more and more information units as a process of elaboration. Models for understanding represent the structure of world knowledge because they are generated to structure it and not to reproduce or copy a given external structure. Nevertheless, models for understanding can be externalized by means of particular symbol systems (e.g. mindtools) and generate subjective plausibility with regard to complex phenomena to be understood and explained. It is noteworthy that models for understanding are cognitive artifacts which correspond only more or less to the external world, since people can also construct pure thought models which bear no direct correspondence to the external world but rather only to world knowledge. This corresponds to the idea of coherence epistemology (Seel, 1991) as described in detail by Al-Diban (2002, 2012). In general, models for understanding share the following characteristics: (a) They are incomplete and constantly evolving; (b) they are usually not an accurate representation of a phenomenon but typically may contain errors and contradictions; (c) they are parsimonious and provide simplified explanations of complex phenomena; and (d) they often contain measures of uncertainty about their validity that allow them to be used even if incorrect (see Pirnay-Dummer, Ifenthaler, & Seel, 2012).

The functions of a model are defined on the basis of the intentions of the model-constructing person. Therefore, the term ‘model’ is principally used in accordance with functional intentionality. In general, external representations of models may serve as means of simplifying an investigation to particular and relevant phenomena in a domain. In addition, externalizations of models may serve to help its user to envision the phenomenon to be understood or explained by making the invisible visible. Beyond these basic functions of models in general, mental models in particular are often constructed as analogies in order to identify relationships within an unknown domain to be explained (e.g. quantum mechanisms) with the help of the relationships within a known domain (e.g. Rutherford’s atomic model). Such models are essentially heuristic and suggest structural similarities between or among different domains. Usually, they are called analogy models. However, probably the most important function of mental models is their capacity to aid in the simulation of a cognitive system’s processes, as already emphasized by Craik (1943) and others (e.g. Forbus and Gentner, 1997; Greeno, 1989; Seel, 1991). Actually, by means of a mental model an individual is able to simulate real actions in the pure imagination. A mental simulation enables the imagination to envision events that would take place in the world if particular actions were to be performed (Markman, 1998). Within the realm of problem solving, the mental model simulates specific transformations of a problem representation as a kind of thought experiment to produce qualitative inferences with respect to the problem to be solved. Thus, we can conclude this section of our paper with Johnson-Laird’s (1983) precept that:


[m]ental models play a central and unifying role in representing objects, states of affairs, sequences of events, the way the world is. … They enable individuals to make inferences and predictions, to understand phenomena, to decide what action to take and to control its execution, and, above all, to experience events by proxy.

(Laird’s, 1983, p. 397)



As a consequence, mental models are indispensible with regard to problem solving in general and to creative invention in particular.

Mental Models for Creative Problem Solving

In the literature of the 1960s, creativity and creative problem solving were considered as closely related to the formation of new schemas of thinking (e.g. Guilford, 1967). However, Bransford (1984) has pointed out that schema activation and the formation of a new schema are two different problems. Although it may be possible to activate existing schemas with a given topic, this does not necessarily imply that a learner can use this activated knowledge to develop new knowledge in order to solve a given problem. Moreover, the development of new schemas is a long process and presupposes manifold and repeated experiences with many similar objects and events. In cognitive psychology, a schema is conceptualized as a unit of mental representation in which the conceptual structures, relations, and processes of a particular semantic phenomenon of the world are organized as slot-filler structures that run automatically when triggered by input information that fits with the default values of a schema. In consequence, schemas are not appropriate devices for problem solving at all (Brown, 1979), because a problem is defined by three components: (1) a given initial state si ; (2) a desired final state sf ; and (3) a barrier which hinders the solution of the problem. By definition, a problem always occurs if a person does not know how to proceed from a given state to a desired goal state.

Certainly, most learning tasks in the classroom as well as well-structured problems, such as the Towers of Hanoi task or Duncker’s famous x-ray task (Duncker, 1945), can be solved by means of restructuring available schemas, but illstructured problems and problems which require insight and creativity cannot. As Jonassen and Hung (2012) have pointed out, illstructured problems regularly possess aspects that are unknown. Additionally, such problems might have multiple solutions, varied solution methods, or even no solutions at all. Ill-structured problems often require learners to make judgments and express personal opinions or beliefs about the problem and basically presuppose the construction of mental models. This especially holds true with regard to problems that require insight and creative solutions.

Creative Problem Solving

Creative problem solving presupposes that people actively construct meaningful representations, such as coherent mental models, which represent subjective experiences, ideas, thoughts, and feelings. Explanatory mental models needed for creative problem solving are usually designed without a specific end in mind. In accordance with the principle of reduction to absurdity (Seel, 1991), the problem solver explores possible models by developing hypotheses and then varying significant parameters to investigate how well his or her conjectures align with the models. This is how mental models guide the necessary understanding of the problem space as well as the necessary operations within it. Creative problem solving requires iterative steps of hypothesis testing as well as an increased time for constructing appropriate mental models (Funke, 1992). This constitutes a problem in itself because mental models are regularly incomplete and constantly evolving. They are usually not an accurate representation of a phenomenon but rather typically contain errors and contradictions.

However, mental models are parsimonious and provide simplified explanations of complex phenomena; they often contain measures of uncertainty about their validity that allow them to be used even if they are incorrect. Mental models, like heuristics in general, often become apparent when the problem solver encounters a kind of resistance to explain something. For example, an expert who solves a particular class of problems automatically by triggering schemas may have to struggle to find a solution for a novel problem and may be forced to develop a mental model. Accordingly, creative invention necessitates the construction and gradual improvement of a mental model.

It is generally assumed that creative problem solvers, such as inventors, use mental models as sets of heuristics to develop their ideas and inventions. Accordingly, a mental model can also be defined as the ideas and concepts an inventor has about an invention. Mental models are dynamic prototypes an inventor can run in the mind’s eye. Their decisive advantage is that they allow an inventor to radically reconstruct previous knowledge about various domains to help solve a complex problem. In other words: Mental models for invention often are based on analogies between different domains. This can be illustrated with the example of the invention of the telephone. Its inventor, Alexander Bell, had an expertise in human anatomy that he used to develop a mental model of the telephone (Gorman & Carlson, 1990). Another example is provided by Thomas Edison, who made a career out of taking parts from one invention and fitting them together with a different invention to produce a third. Edison’s use of mental models also demonstrates one of the problems of using such techniques. When Edison was trying to develop the kinetoscope, having the same mental model for motion pictures as he did for the phonograph hampered him. He saw the kinetoscope as a single-use device, and in the end, his mental model of a phonograph with pictures had to be discarded (Carlson & Gorman, 1990). This is an example of the observation that a mental model can also make one blind to facts and ideas that challenge or defy deeply held beliefs.

Mental Models for Inventions

Creativity is often put on a level with spontaneity, but creative invention is usually not the result of spontaneous ideas but rather the endpoint of a long-term cognitive contention with a complex problem. First: invention is hard work and second: necessity is the mother of invention. Third: mental models provide the frame for an invention by constraining proto-inventions to an applicable product, which is generally considered as both sufficiently new and useful. The use of the prefix ‘proto-’ indicates a precondition or an early stage of development of a solution to a problem. According to mental model theory, inventors develop tentative mental models of the problem in order to generate proto-inventions by design heuristics. In mental model theory, this is called a reduction to absurdity, which denotes a continuous process of a testing and revising a mental model and the resulting proto-invention. A small number of design heuristics can generate an abundance of proto-inventions, but a really successful invention will be rare.

The probability of constructing an effective mental model for creative invention can be substantially increased through the development of analogy models, which are built on what is known and on what can be successfully transferred to a new problem. The person creating a model for a proto-invention constructs an initial solution model by selecting only a few attributes from a known base domain and then mapping them to the target domain. This can be illustrated by an example provided by Holyoak and Thagard (1995):


Our knowledge of water provides us with a kind of internal model of how it moves. Similarly, our knowledge of sound provides us with a kind of model of how sound is transmitted through the air. Each of these mental models links an internal representation to external reality. But when we consider the analogy between water waves and sound propagation, we are trying to build an isomorphism between two internal models. Implicitly, we are acting as if our model of water waves can be used to modify and improve our model of sound.

(Thagard, 1995, p. 33)



If this process of building an isomorphism between two mental models leads immediately to an acceptable conclusion by analogy, the procedure will be finished. But in the case of creative inventions this situation should arise relatively infrequently since usually it is not easy to construct a mental model to explain an unknown phenomenon on the basis of previous experiences with similar phenomena within another domain.

Naturally, there is a substantial lack of empirical research on the role of mental models for great inventions because they cannot be forced by experimental treatments. However, one can find some good case descriptions of great inventions in the literature that demonstrate how one can use mental models for creative inventions by performing analogical reasoning and thought simulations and then ruling out unpromising designs and following up on promising ones. A nice example for this thought simulation by means of a mental model that can be found in the literature is Oatley’s (2011) essay about Shakespeare’s invention of the theater. Other good examples of the role of mental models for inventions refer to Thomas Edison (1847–1931), with a particular emphasis on the cognitive processes involved in his creative inventions (Carlson & Gorman, 1990; Gorman & Carlson, 1990). Referring to the invention of the light bulb, one can state that Edison began his efforts to solve the problem by creating a regulating system that kept a platinum filament between the incandescent and melting temperatures. This phase of operating exclusively in the design space of regulated platinum-filament bulbs lasted some months and resulted in Edison’s first design of a light bulb in 1878.

In the following phase (January 1879 to October 1879), Edison adopted a strategy of functional decomposition of the complex problem when he discovered that gases boil out of a platinum filament raised to incandescence and damage the wire. He now explored changes in different filaments due to high temperatures generated by a blowtorch. During the next months (to December 1879) Edison developed the first practical high-resistance carbon bulbs. Edison’s invention of the light bulb took nearly one year and was associated with cognitive processes that are characteristic to the construction and revision of a mental model. First, he referred to his broad knowledge of mechanisms to develop self-regulating bulbs, but these efforts to find an analogy model were not successful until Edison came up with a functional decomposition of the complex problem and employed a kind of “beam search” at various phases.

Beam search is a heuristic search which optimizes a best-first search to reduce memory requirements as well as to order partial solutions to a problem in accordance with a heuristic which aims at predicting how close a particular solution is to a successful overall solution. In terms of mental model theory, beam search corresponds largely to a reduction to absurdity of model candidates. Beam search uses a breadth-first search strategy to generate all possible consequences of a current model and to sort them in increasing order of heuristic cost.

The effectiveness of mental models and related heuristics (such as beam search) can also be demonstrated by referring to other great inventors, such as Nikola Tesla (1856–1943), who electrified the world. In his autography (Johnston, 1981), Tesla reports that he relied heavily on his capabilities of visualization and mental simulation in making his inventions. More specifically, Tesla (1919) informs us about his creative inventions by using a kind of mental model:


My method is different. I do not rush into actual work. When I get an idea I start at once building it up in my imagination. I change the construction, make improvements and operate the device in my mind. It is absolutely immaterial to me whether I run my turbine in thought or test it in my shop. I even note if it is out of balance. There is no difference whatever, the results are the same. In this way I am able to rapidly develop and perfect a conception without touching anything. When I have gone so far as to embody in the invention every possible improvement I can think of and see no fault anywhere, I put into concrete form this final product of my brain. Invariably my device works as I conceived that it should, and the experiment comes out exactly as I planned it. In twenty years there has not been a single exception. … The incessant mental exertion developed my powers of observation and enabled me to discover a truth of great importance. (online translation)



However, creative problem solving by insight and restructuring is not limited to inventors and ingenious people but is a common feature of humans and other animals in general, as the seminal research of Köhler (1921) on problem solving of chimpanzees demonstrates. Furthermore, there is sufficient research on the effectiveness of instructional aids on problem solving.

Creative Problem Solving Under the Condition of Instruction

The idea of assisting students in problem solving by means of particular hints has a long tradition in research on learning by insight and creative problem solving. For example, Maier (1930, 1931) investigated the effects of hints in his experiments on the pendulum and two-string problem. In his pendulum experiment, Maier focused on the effect of prior knowledge on problem solving. The control group had to solve the pendulum problem without any help, whereas the subjects of another group were provided with the three necessary steps for solving the given problem. According to behaviorism, this should increase the probability of finding the solution to the problem. In a third condition, the subjects were additionally provided with a specific hint to direct their thinking to the correct solution and organize their thinking more effectively. The overall results of this experiment show that the pendulum problem was very difficult to solve. None of the 15 subjects of the control group were able to solve the problem, and only one subject could solve the problem when provided with hints, whereas eight of 22 subjects could solve the problem when they were provided with the direction. In view of this result, Maier concluded that the solution to the problem did not result only from a combination of single cues but rather that the direction can be considered as the decisive factor in problem solving. Direction is defined as the way of approaching a problem or the difficulty expected in a problem. Prior experiences only facilitate the overcoming of the problem’s difficulty.

In accordance with these results, Maier (1931) investigated the effects of hidden hints on solving the two-string problem. The experimenter ambled across the room and touched the sail in the middle of the room, which began to swing slightly. The subjects didn’t know that this was a hint for the problem solution. If the problem could not be solved after this hint, another (result-oriented) hint was given. If this hint was not helpful either, the first hint was repeated. Twenty-four of a total of 61 subjects succeeded in solving the problem independently, 23 could solve the problem as a result of the hints they had been given, and 14 subjects could not solve the problem at all. Maier was especially interested in the subjects who could solve the two-string problem with the help of the hints. Interestingly, many of the subjects solved the problem in less than one minute after observing the first hint. Amazingly, none of these subjects stated that they had noticed the hint. This result is really striking because the hint was effective unless it was noticed consciously. The same observation resulted in an experiment by Dreistadt (1969) in which adults had to solve two well-defined problems. In the first problem, the subjects had to separate the area of a farm into four parts of equal size and shape, and in the other problem they had to plant 20 trees in five straight rows of four trees each. For the experimental condition, Dreistadt provided pictures of various objects in the experimental room that supplied analogs to the given problems and indicated an idea for a solution. The first experiment, for example, provided the subjects with a map of the USA on which Texas and several flight paths were highlighted, a diagram with curves, and a clock on a dresser half covered by a radio. The results of Dreistadt’s experiments not only support the former studies of Maier but also show a substantial context sensitivity of the learners if they were given enough time to solve the problems. This context sensitivity of learners was also demonstrated in some experimental studies on mental models (e.g.  Anzai &Yokoyama, 1984; Seel & Dinter, 1995). From our point of view, context sensitivity is an important ingredient of instructional support for problem solving.

Effects of Semantic Sensitivity

The concept of context sensitivity refers to people’s ability to recognize key stimuli in their environment and to use them to make a given task or situation subjectively plausible. This corresponds to a constructivist perspective, which considers human learning as an active process of knowledge construction that is dependent to a large extent on the learner’s ability to strategically manage and organize all available information resources. Besides the information already stored in memory, information presented by the external environment, the duration of that availability, and the way the information is structured are especially relevant for cognitive learning and problem solving (Kozma, 1991).

In contrast with schema-based argumentations, researchers in the field of mental models argue that context sensitivity occurs consciously and intentionally. Among others, Anzai and Yokoyama (1984) assume that learners encode information on a problem in a mental model as soon as they begin working on it to gain a basic understanding of the situation and its demands. This initial experiential model can be false or insufficient for accurately representing the subject domain in question and the learner is generally aware of this. However, it is semantically sensitive toward key stimuli in the learning environment and can thus be transformed into a new model through accurate processing and interpretation of these key stimuli. The results of the experimental study of Anzai and Yokoyama (1984) as well as those of other studies (e.g., Ifenthaler & Seel, 2005, 2011; Seel & Dinter, 1995) indicate the following characteristics of context sensitivity in the learning-dependent progression of mental models:

• If the learner’s initial mental model is strongly dependent on previous knowledge from experience rather than on acknowledged principles (e.g. of physics) and if specific key stimuli from the learning environment capture the learner’s attention, the initial experiential model is sensitive toward these key stimuli and can be changed into a more correct model.

• Context sensitivity requires for the key stimuli to be related to the knowledge on which the initial model is based. Key stimuli which capture the learner’s attention but are not related to the knowledge on which the “experiential model” is based are ineffective for changing this mental model.

• Which key stimuli in the environment are taken into account for the further development of a model depends primarily on the learner’s domain-specific knowledge. The mental model created at the beginning of a problem-solving process is only sensitive toward key stimuli in the environment if the learners are able to recognize the principles which their knowledge indicates to be relevant for mastering the given situation.

Guided Discovery Learning and Mental Models

Since its introduction into the literature in the 1980s, the concept of mental models has played an increasing role in math and science education literature. Franco et al. (1999), for instance, discuss the relationships between external representations, mental models and ideational realizations by referring to scientists’ and inventors’ mental models as working devices for creative inventions. Innovation and creative inventions are inherently very complex phenomena and subject to manifold cognitive and social requirements. As the evidence grows for the close link between invention and mental models (and its basic functions) there is no doubting the need for theoretical and practical advances in the understanding of how mental models work at creative problem solving.

Since the seminal work of Piaget (e.g. 1975) it has been well known that even young children possess more or less stable preconceptions, these are not isolated units, but rather parts of conceptual structures that provide a sensible and coherent understanding of the physical world. With regard to mental models, some studies reported, for example, that children have naive mental models of the day/night cycle and of the earth and believe, for example, that the earth is flat or hollow (Vosniadou & Brewer, 1992, 1994). However, more recent research (Panagiotaki, Nobres, & Potton, 2009) clearly shows that (six-and seven-year-old) children show substantially more indications of having scientific understanding and less of having naive mental models of the earth, suggesting that the misconceptions reported in former studies are largely methodological artifacts. Nevertheless, even given the case that learners‘ preconceptions are vague and incomplete, they strongly affect the construction of mental models needed for problem solving. Preconceptions are not easy to modify or to change if an individual is convinced of their plausibility — but it is possible in principle, as the studies on context sensitivity show.

This leads to the question of how carefully designed instruction can affect problem solving by means of mental models. Although it is possible in principle to initiate and facilitate free explorations and learning by invention within the realm of free learning environments (Farnham-Diggory, 1972), instruction is usually realized in well-prepared learning environments which constrain learning processes to different extents. It is certainly true that discovery learning and creative problem solving are very popular in the educational literature, but it is also true that it is a rare event in practice. Accordingly, it is easy to find an abundance of studies in which the problem of problem solving is solved by means of worked examples. That’s of course easier than designing learning environments which provide opportunities for reflective thinking and creative problem solving. In contrast to the many studies in which learners are provided with ready-made conceptual models and with worked examples aiming at bypassing mental efforts in constructing mental models, there are only few studies which focus on exploratory and discovery learning and problem solving (Dugdale, 1994; Hammer, 1997). In one of them, Seel and Dinter (1995) compared two strategies of guided discovery, a result-oriented strategy aiming at the comprehension of regularities in numerous situations with a similar structure and a process-oriented strategy aiming at a deep understanding of problems (see Table 2.1).



Table 2.1 Comparison of the characteristics of different guided-discovery teaching strategies
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The participants of this study were 131 students (grades 5 and 9) from several secondary schools with different prior school experience concerning the subject matter of Newtonian physics. Two programs of instruction aimed at discovery learning. Accordingly, the instruction was designed to engage the learners in inquiry processes to gather facts from given data sources and detect similarities and differences between the tasks. The effectiveness of the instruction was measured by a pretest-posttest comparison of domain-specific knowledge as well as two complex tasks demanding a transfer of the acquired knowledge. The overall results of this study show that the subjects of both instructional treatments encountered severe difficulties solv-ing the problems as well as transferring newly acquired knowledge to similar new problems. Despite this, the strategy of process-oriented aids for restructuring the problems and arriving at solutions was revealed to be significantly better than the product-oriented aids for finding solutions. This result corresponds to Maier’s finding concerning the effectiveness of direction.

This general result, indicating that students have big problems with exploratory problem solving and learning by inquiry, was also reported in a series of experiments on inductive reasoning carried out by Ifenthaler and Seel (e.g. Ifenthaler, Masduki, & Seel, 2011; Ifenthaler & Seel, 2011). Ifenthaler et al. (2011) conducted an experimental study to track the development of cognitive structures over time. In this study, it is demonstrated how various indicators derived from graph theory can be used for a precise description and analyses of progressing cognitive structures. The in-depth analysis of 125 cognitive structures at five measurement points revealed several patterns that provided a better understanding of their construction and development during learning processes. The results of a HLM analysis revealed significant growth in the organizational measures between measurement points one and five. The overall size of the cognitive structure increased many times over. Accordingly, this is an indicator for an accommodation process (see Piaget, 1976; Seel, 1991), this is to say, the individuals continuously added new concepts and links between concepts to their cognitive structure while learning. As a consequence, the complexity of the externalized cognitive structure also increased. Therefore, Ifenthaler et al. (2011) concluded that while learning and understanding more and more of a given subject matter, individuals are able to more tightly integrate single concepts and links. Additionally, the HLM analysis revealed a significant growth in the semantic measure. The individuals use more and more semantically correct concepts during the learning process. As individuals become more familiar with the terminology of the subject domain (in our study research methods), they use these concepts more frequently. This learning process enables individuals to communicate their cognitive structure more precisely and more like experts. In summary, a precise and stepwise diagnosis of cognitive structure helps us to better understand the differences within and between individuals as they develop over time. This will enable us to identify the most appropriate instructional materials and instructor feed-back to be provided at suitable times during the learning process.

Based on previous findings, Ifenthaler and Seel (2011) conducted a longitudinal experiment with ten measurement points. The overall research interest was to identify specific transition points within a learning progression at which the shift of a cognitive structure from mental model (fluctuation in probability of change) to schema (decrease in probability of change) occurs. It is argued that there is strong evidence that the research on mental models and schemas has to move beyond the traditional two-wave design to capture these changes more precisely (Ifenthaler, 2008, 2010). In order to model and analyze the likelihood that one given state of a cognitive structure (mental model or schemas) will be followed by another, Ifenthaler and Seel (2011) computed transition probabilities from one measurement point to another. Overall, the transition probabilities and state diagrams for participants revealed a possible schematization during the ten measurement points, because it was very likely that once they had applied a correct strategy for solving an inductive reasoning task they would not revert to an incorrect strategy. Additionally, experimental variations revealed that it is more effective to construct flexible mental models like those required by the variation of tasks than to apply available schemas within new and unknown contexts (Ifenthaler, 2011).

Conclusion

The review and discussion of mental models and creative invention reveal not only numerous advances, but also substantial research questions that require more complex and comprehensive approaches than the previous case studies to be found in the literature (Calabrese-Barton, 1998). The nature of mental models is now a well-developed issue in cognitive and instructional psychology, and some researchers have borrowed psychological theories to carry out basic research in instructional design. Although we consider this route to be fruitful, we argue for the need of theoretical work on mental models within the field of science education.

Mental models play a key part in all reasoning processes. They are the only mental entities flexible enough to react to unpredictable (or at least unpredicted) change in the world and to adapt thought, decisions and action to the workings of the world. Thus, they are the basis and the guide to human response to the world. Moreover, they make decisions fast enough due to their heuristics and allow humans to respond and change their cognition in real time. Real time decisions are necessary in most of the conceivable decision-making processes, for example, when running from the lion or when reacting to a very creative chat-up line. Therefore, their role in learning is also crucial. Learning is change — of behavior, of thought. And most of the time even manual learning goes at least along with the change of thought. For facilitated and induced learning, there is always a challenge to the model-building process within the learner. This challenge is provided on the basis of expert ideas that are transformed (designed) into learning environments or learning experiences. The experiences have to be constructed so that they address the learners‘ current schemas and carry the experts’ ideas at the same time. This is in itself a reciprocal process between the mental constructs of the learners and the manifestation of the expert ideas within the designed learning environment. A proper balance between the two different constructs of understanding will affect the learners’ model-building process on the basis of the experts’ model-building process, which resembles the design-decisions for the learning experiences.

On the other hand, the models of understanding are in almost no other context so different — while still being on the same subject — as in learning situations. Moreover, the supposed differences are the key reason for teaching and instruction: Somebody who knows or is skilled differs from someone who lacks knowledge and experience. The model that guides the learning experience or learning environment is called the LE Model (model that guides and constitutes the learning environment). The learners‘ understanding that is subject to change is called the L Model (model within the learner). With the differences comes a set of design principles to help the process of model-based learning and instruction as introduced by Pirnay-Dummer et al. (2012):

• Analytical Access

• Analytical Access — proper sources for the LE model

• Epistemic Access — the matching of the L model and LE model and the processes of curiosity

• Cognitive Conflict and Puzzlement — to induce a change in beliefs

• Diversity of Surfaces — to induce generalization and transfer

• De-Contextualization — to stabilize (and limit) generalization and transfer

• Multiplicity of Goals and Performance Evaluation — to allow development and tracking of understanding

• Diagnostic Access to Learning (i.e. to change) — to monitor the process of learning.

The analytical access to the LE model is the starting point. It connects the goals to the actual states by describing either a gap or a potential, starting always with the learner and his or her prior knowledge and skills. Then, a complete construct of what is to be learned is described, as well as how it is to be learned and what the learner may take from the learning experience. Usually experts are consulted to create this model.

Epistemic Access

The learners’ actual knowledge and skills are part of the personal schemas which constitute their belief network. The learners’ schemas hold all the facts and things that they picture to themselves as being either true or at least valid for their actions. The fact that the learners have certain beliefs in relation to the subject matter when they enter the learning environment needs to be taken into consideration before one creates it — even more so when the learning environment is to address an inhomogeneous group, that is to say, with learners who differ in their beliefs.

Cognitive Conflict and Puzzlement

After the learner has understood the different model, learning needs to be induced. This principle aims at the change of knowledge and skills within the learner. If the goals carry something really new for the learner, this means that the learner will have to let go of currently existing beliefs about the subject matter. These situations are a key indicator for the use of modelbased learning environments. They provide a good chance for knowledge change. In order to be successful in this regard, the learning environment needs to induce puzzlement or cognitive conflict.

Diversity of Surfaces

Aside from feedback, multiple similar learning experiences are needed to consolidate the learning experience (Aebli, 1991). Thus, the learning environment needs to change either the sequence of events, the perspective (e.g. through multiple roles or cover stories), the time on task, or even its immediate goals — goals inherent to the environment (e.g. rescue a maiden or consult with a city planner) — while at the same time not losing sight of the learning goals. Repeating the same path through a learning environment over and over again stabilizes both the misconceptions and the intended knowledge alike and should, therefore, be avoided within model-based learning environments.

De-Contextualization

A learning environment always comes with a context. And as context is particularly important for the learning process and for the learning outcome within the puzzlement and orientation of model-based and model-oriented learning environments (Schnotz & Preuss, 1997; Seel, 2003), it needs to be considered properly. In many cases (e.g. simulations) the learning experience is not a real life experience. Dealing with the LE models is not entirely like dealing with the real world. In fact, even in the design process there are two transfers involved (see Figure 2.2; Wein, Willems, & Quanjel, 2000).

(1) The first is the transfer from the real world to the analytical knowledge that some experts have about the world. The analytical knowledge is therefore with certainty less complex than the world, due to simplifications and incompletion. (2) The second transfer has to do with the expert knowledge that makes it into the learning environment (LE model). The expert necessarily synthesizes this knowledge and offers it in abbreviated form in the LE model, because the learner cannot grasp all there is to know in a single learning experience in the learning environment. Moreover, the ana-lytical model has to be constrained to the LE model (synthesis) to run feasibly, for example, as a simulation (see Figure 2.2).
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Figure 2.2  Analytic and synthetic models of the domain (Pirnay-Dummer, et al. 2012, p. 74).





Multiplicity of Goals and Performance Evaluation

There are two kinds of performances within learning environments, especially within games and simulations, that may get confused during evaluation. The first is easy to predict: If an expert explores the environment, then he or she will obviously put in a good performance unless the design has an LE model that does not correspond to the analytical model at all — a pure game of luck in other words. Once there is something systematic to the design, then experts will perform well when running the environment on their own. The second kind of performance is very similar on the behavioral level: It is the learners’ performance that might improve over time. Given that the learning goals correspond to expertise, or more precisely to the experts’ behavior, this design expectation, which lays the foundation for the learning environment, may create the illusion of behavior that is caused by understanding. Thus, only a multiplicity of evaluations allows one to retrace the gain in understanding. Simple or simplified tasks may still be used to introduce expertise to the learners. But the larger the gap between the LE model and the analytical model is, the more care is needed in tracking the understanding of the learners — to make sure that they do not base large parts of their behavior on hidden misconceptions.

Diagnostic Access to Learning

Mental models are constructed ad hoc (on the fly) for a given purpose, usually strongly influenced by the task and context. They are involved in the learning process and are a means of reasoning (i.e. they help the learner understand and reflect on the environment.) By coming to their own conclusions, the learners learn. Because mental models are not stable mental constructions, they cannot be the ends of learning; they are rather the means of learning. They help the learning proceed from the current mental model to the knowledge and skills described in the goals — assuming that the goals are at all reachable for the learner with the given time and other resources. In many cases — and not only in research — it is mandatory to know something about what is going on in the learner during learning. Not only may this understanding help one to track down possible sources and concrete learning experiences that lead to misunderstanding or misconceptions on the way through the learning environment; the insight into the process will also help tremendously with the designing and redesigning of good learning environments.

In a somewhat weaker sense, the principles also hold true for all communication situations where different beliefs (and models thereof) are confronted with each other in any given interaction. In most of these cases, there is rarely time for a design phase or for a transition between an analytical model and a design (LE Model). But still the same problems and needs arise the more models differ from each other. For future research it will be very interesting to investigate the impact of effects of model-negotiation, for example, within diplomatic or cultural settings.

As central as mental models are for learning, their central processes and constraints are still very much open for investigation as to their role within the learning processes. While the assumptions have a good empirical backup for smaller and, in particular, deductive reasoning tasks, the investigation of the role of mental models in more complex situations is still a partly uncharted territory. Their iteration with the learning process on the microlevel, especially, is still waiting for a big leap in methodological development (e.g. Pirnay-Dummer & Ifenthaler 2010).
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3 A Practice-Centered Approach to Instructional Design
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Introduction

A defining feature of the field of instructional design (ID) is a commitment to practice. In contrast with educational psychology and the learning sciences, instructional design theories are more explicit in guiding practitioners through the process of creating courses and integrating media. This is in keeping with its origins in the mid-twentieth century, when behavioral psychologists used programmed instruction as a means for implementing scientific advances (Reiser, 2001a). By determining which instructional strategies worked for particular learning objectives, the goal was a comprehensive science of instruction that could also serve as a prescriptive guide for practice (Lumsdaine & Glaser, 1960; also Reigeluth, 1983). Practice in those days referred to an opportunity for students to apply a rule or procedure to a case (as in Rule-Example-Practice sequences).

Improving Practice

Looking at the development of the field, the impulse toward reform of practice is never far from the surface. As Reiser (2001b) notes, founders in the twentieth century sought to improve educational practice and enrich education through improved learning interactions and enriching media. Another reform impulse was to fully exploit the learning potential of emerging technologies.

ID theorists often use the word ‘prescribe’ to talk about guidance to the practitioner. In contrast to applying best practices, prescribing in ID terms usually refers to applying a model or theory. Prescribe brings to mind a straightforward fix to a well-defined problem. Doctors prescribe a pill when the ailment is diagnosed and a medicine is known to address the symptoms or cure the ailment. We know, though, that education is one of the most complex and intractable problem areas of study – what Berliner (2002) calls the hardest science of all. We have known for a very long time that complex problems are best understood systemically, because a technical fix sends secondary impacts throughout the system, many of them undesirable and unanticipated (Tenner, 1997). Adding an incentive to use social media, for example, can lead to contortions by designers to add social media regardless of its appropriateness to the need. An overly prescriptive mindset runs the danger of leading to overly simplistic approaches to complex, dynamic and atypical problem situations. Our best thinking is needed to negotiate this path – to apply technical solutions to address obvious and compelling problems that demand attention, while at the same time being sensitive to the health of the larger system and mitigating undesirable impacts to that system.

The term ‘practice’ is also used as a reference point for theory: Theory is the attempt to model or understand practice; practice is where you apply a prescriptive theory to improve outcomes. Since theorists tend to reify their constructs and reduce the complexities of the world merely in terms of those constructs, encounters with messy and complex practice situations can have a humbling effect, reminding us of what is still unknown and requiring further inquiry. Of course theory construction is itself an important kind of practice, which sociologists of knowledge have shown to depend very much on social and cultural conditions.

Practice Theory

Practice theory denotes a family of theories in sociology, anthropology, and organizational studies that examine human practice as a means of understanding human and organizational behavior. Practices, according to John Postill (2010), are “the embodied sets of activities that humans perform with varying degrees of commitment, competency and flair” (p. 1). Sherry Ortner defined practice in its broad sense as pretty much “anything people do” (1984, p. 149), with special attention to activity that is significantly related to power relations. Practice theory includes any theory that “treats practice as a fundamental category, or takes practice as its point of departure” (Stern, 2003, p. 185).

Practice theory has roots in a number of philosophical traditions, including Marx’s historical materialism, German hermeneutic and phenomenological movements, American pragmatism, French post-structuralism, and Wittgenstein’s later philosophy. We would also include Emmanuel Levinas’s notion of confronting the Other and honoring that obligation to respond to another person’s presence (Child, Williams, Birch, & Boody, 2005). We are already in the world and connected to people who place demands upon us and invite our response.

Practice theory focuses on the complexities of human activity and inhabit a space between social and organizational structures on the one hand, and individual cognitive/neural processes on the other. Practice theory sees human activity as co-constituted by these macro- and micro-level forces, as well as by the agency of individual actors within those structures. Activity theory is an example tradition in this middle space, but there are others less well known to instructional designers, such as ethnomethology (Garfinkel, 1967) and Bourdieu’s (1977) practice theory emphasizing behavioral dispositions, meaning construction, and power relationships. For accessible overviews of practice theories see Nicolini, Gherardi, and Yanow (2003), Huizing and Cavanagh (2011), and Postill (2010).

My use of ‘practice-centered approach’ in the context of instructional design is meant to broaden the focus from individual cognition and instructional strategies toward the practices and experiences of people connected to the design of instruction – that is, designers, instructors, and students. My intention is somewhat different from the social theorist however – rather than full-blown theory development, I am trying to generate more space and attention for practice at both theoretical and practical levels. Also note that this chapter does not present an instructional theory in the traditional sense. I am not specifying a set of instructional principles or strategies for use in lesson development. Rather I am sketching out another way of seeing the work of instructional design that will lead to fruitful insights and possibilities for improvement.

A Logic Supporting Practice

Looking back on the titles of dissertations or research articles, instructional strategies are clearly a major thrust of research in the field. Instructional strategies refer to the learning activities that are planned and implemented in an instructional development process. Strategies may be selected or developed based on a particular theory of learning, and include such things as delivery system, media use, ordering and sequencing or instructional elements, and specification of learning activities. The focus on instructional strategies continues today, although with greater attention of other mediating variables such as student cognitive processing and individual differences. The so-called great media debate in the 1990s between Robert Kozma (1991) and Richard Clark (1994) about the relative merits of media and instructional strategies underscores the central role assigned to strategies in accounting for learning impacts.

Yet concerns remain about how exactly strategies mediate learning. The cognitive revolution in psychology suggests that it is thinking and cognitive processing, not just strategies, that mediate learning. Only as strategies reliably invoke certain forms of mental processing can they lead to desired learning outcomes. Critics of cognition point to the problem resulting from the cognitive split between thinking and action upon which cognitive theories necessarily rely. Not all action is pre-planned, and cognitive activity should not always be privileged above embodied actions within a material world. So much of life is improvisation based on emerging and dynamic conditions; identifying where, when and how learning happens is often difficult. For example, a management flight simulation game typically involves a series of decisions followed by a simulation of what results from those decisions followed by an opportunity to reflect on the results and formulate and implement a new set of decisions. Players often report that they gained important insights when talking with fellow players during the pauses between runs of the simulation rather when running the simulation. If true, then the unplanned or unscripted interchange of players between simulation runs becomes a significant locus of learning outside the bounds of the planned strategy.1

Instructional theories, even as they seek to prescribe, seriously underspecify the decisions and conditions needed to actually implement them in practice settings (Jonassen, Strobel, & Ionas, 2005). That is to say, the theories and models lack rules of correspondence that convert the generalizations into specific actions. In like manner, a planned strategy is different from an enacted activity. This is parallel to the construct of the enacted curriculum among curriculum theorists (Walker, 1990). Whatever is planned, the particular enactment is often the determining variable in the success of a lesson or program.

The construct of fidelity of implementation (FoI) may be of value here. Fol is a measure of how closely the enacted curriculum (or intervention) fits the specifications of the planned curriculum. For a curriculum that has been carefully validated by research to lead to desired outcomes, a delivery that matches up closely would be desirable if those same outcomes are expected. My research with Jamie Hurley (Hurley & Wilson, 2012) indicates, however, that practicing teachers often have very good reasons for straying from a research-based curriculum specifications; they generally make choices based on competing goods and meeting the needs of students based on local conditions.

Figure 3.1 differentiates planned strategies from enacted activities and the lived experience of participants. A planned instructional strategy is typically based on a model of the situation and what is going on in that situation. Strategies reflect the intentions of the strategist: the designer, the sponsor, or the curriculum that itself is a compromise among interest groups. By its
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Figure 3.1 A planned instructional strategy can lead to enacted activities and lived experiences on the part of participants.




nature planned strategies separate planning from execution – they transfer intentions from one context to another, across time, space and people.

When enacted, a strategy becomes a completed activity, typically with some variance from the original intention. Under logistical constraints and emerging conditions, participants re-interpret and re-negotiate plans in the completion of tasks and pursuit of conflicting goals. Activity unfolds within a particular time and place as individuals and groups of people pursue various objects and ends. Following Dewey (1997/1938), people undergo experience as activities unfold. Experiences are transactional in that they are mutually co-constituted by participants and the world they live in as condi-tions dynamically unfold over time (Parrish, Wilson, & Dunlap, 2011). Students and instructors submit or undergo on the one hand, and engage as active agents on the other, co-determining emergent outcomes, including what is learned from the experience (Wong, 2007). Hence, in contrast to instructional models focusing solely on problem solving (Jonassen, 2011), a practice-centered approach sees value in both active and submitting responses as potentially conducive to learning (Prawat, 1993).

In light of these concerns, the field of ID is challenged to account for the conditions that lead to learning in instructional settings. We know that the choice of instructional strategy makes some difference, yet so many other factors come into play, including instructor and student differences, situational variables, and organizational and cultural background factors. Indeed the quality of these things varies significantly across cases – particularly the contributions of designers, instructors, and students. Resources in the form of money, time, and talent are also distributed unevenly across projects and institutions. These situational variables have enormous impact on the quality of instruction and the learning outcomes that result. Our theory bases, however, tend to favor the aggregate instructional strategies and learning processes, which form only part of the picture. What seems to be needed is a broader framework that accounts for more of these quality variables relating to craft, emergence, complexity, implementation, and tradeoffs in resources.

Michael Hannafin’s work on grounded design (Hannafin, Hannafin, Land, & Oliver, 1997) takes a somewhat distancing approach to instructional strategies. Different strategies will lead to different outcomes, but achieving a coherence within a program, with design elements fitting within a particular paradigm or theory of learning, can have a cumulative effect contributing toward quality and impact – more than the individual strategy being applied. The way a theory is applied or implemented matters – not just which strategy is applied. Because of the lack of specification of theory, I carry this line of thinking further. Programs indeed need coherence, but not necessarily around a theory of learning or instruction. Rather, coherence can be achieved in configuring an elegant response to a learning need, a problem of practice, or curriculum goal. Design elements may borrow eclectically from different theories, in pastiche or bricolage form, similar to how a bird fashions a nest based on available sticks and twigs and wires.The coherence and elegance of design does not reflect theoretical purity or consistency of origins, but rather in how elements hang together and support a coherent experience for learners (see Wilson, 1999). Practice-oriented designers face the same complexity in the situation, but they are more open to the paths and solutions afforded by the situation, not dictated by theory or ideology.

What happens after a plan is made, after the curriculum is developed, is increasingly of interest to educators and policymakers (e.g. Hung, 2011). Implementation science is a term describing a domain in the health professions that examines how evidence-based practices are implemented in the field. Bill Penuel and colleagues (Penuel, Fischman, Haugan Cheng, & Sabelli, 2011) develop a similar construct for education, framing their approach as an expansion on design-based research. While my emphasis is more on emergent practices and lived experience, their work illustrates the need for more attention to the details of implementation in the field.

Activity and Experience

For our purposes a practice-centered approach to ID may be defined as a view of ID work framed in technical, craft, and critical terms, involving activity mediated by tools and situation, where opportunities for innovation emerge from new technologies, ideas, and systemic tensions, as well as the craftsmanship, character, and agency of participants.

Our approach draws heavily on a construct of craftsmanship (Sennett, 2008). People who master a craft show “a sustained dedication to excellence requiring a honing of skill and cultivation of wisdom based on professional experience” (Sennett, p. 9). Instructional design is a domain where craftsmanship plays a role, particularly in collaborative teamwork and the improvement of instruction over time. Other key elements of a practicebased approach are briefly discussed below.

Activity Mediated in Context

Learning is construed in practice terms as change through activity and accumulated experience over time. And all of this happens within a rich performative context. Practice-based approaches study how people use tools and resources and rules to envision, make sense of, and accomplish their work. The tools and resources and rules thus mediate the activity. The context of action is fully considered, including the social, embodied, and temporal/ historical contingencies of action. The meaning of activity is based on its context – so activity should always be examined with respect to its unique circumstances.

Narrative is the primary means by which this context can be told (Friesen, 2009; Power, 2009). Narrative implies development over time – as a plot unfolds, so activity evolves over time, based on people’s choices and the constraints they face in working together. Practice theorists are prone to use the gerund form of verbs – doing, becoming, acting, developing – to suggest the ongoing dynamic nature of engaged activity. Thus, activity can be seen both in stable, structural terms, and also as an emergent process, which serves as a test-bed for innovation and change (Davis, Sumara, & Luce-Kapler, 2000).

Activity is mediated by the natural world, but also by culture and human relationships. Some practice theories (e.g. the educational theory of Holland, Lachicotte, Skinner, & Cain, 1998) stress the formation of identity through engaged action with the material world but also in collaboration with others. Wenger’s (1998) work further illustrates how community forms and gives shape to human interactions.

Participant Experience

John Dewey was the chief advocate for an experiential approach to education (Dewey, 1997/1938). Indeed “learn by doing,” the phrase associated with Dewey’s progressive education movement, could very well describe a practice-based pedagogy. Robert Horn (1972) was among the first to talk about experiential learning objectives – where the goal of instruction is to provide a certain kind of experience to learners. Experience is the inward way of looking at activity – similar to how the inward looking construct of culture is different from the outward looking construct of society (Wilber, 1996). Experience as a construct is useful because of its relevance to education – and because of its mystery and undefined, subjective nature. A vocab-ulary that includes “experience” opens the door for aesthetic considerations such as ritual, myth, dramatic pacing of learning experiences, and so forth – which are increasingly important in today’s mediated worlds (Wilson & Parrish, 2011).

Aesthetic design plays an important role with new media, but also with traditional instruction. I recently visited Thailand and learned that students place high value on the formal bestowal of certificates of completion, not only for degrees and programs but also individual courses. Such ceremonies, complete with picture-taking, serve as a rite of passage for students, showing that they have acquired the expertise contained in the course. Sennett (2008) argues for ritual-like repetitive learning experiences:


Rote learning is not in itself the enemy. Practice sessions can be made interesting through creating an internal rhythm for them, no matter how short … We do a disservice to those who suffer from attention deficit disorder by asking that they understand before they engage.

(Sennett, 2008, p. 177)



Narrative becomes doubly important when considering experience, because much experience is patterned or even archetypically based on established forms and scripts. The rituals of life can help convey special meaning to activity, through a consecrating of time and space. As novices face induction into their chosen field, they typically take on a new name, new dress, or new language reflecting their new identity as a skilled or knowledgeable person. This induction happens by a process of submission to authority, sometimes embodied in a trusted master or guide (Steiner, 2003), followed by a semiscripted adventure requiring all the skills and knowledge (and fortune) available to obtain a life’s prize.

Key Levers of Change and Innovation

As mentioned, learning is best construed as change through activity and accumulated experience over time. Hence processes of learning and change are very similar whether at the individual, group, or institutional level. There are certain areas that are especially fertile in creating conditions for productive change. I outline below five points that can be considered levers or hot points where change and innovation are likely to happen.

Exercising Agency

As mentioned, practice theory arose from the tension observed between social or institutional explanations and those emphasizing individual cognition and neural mechanisms. In between the various causative forces – the structures of institutions, cultures, and neural processes – lies the individual agent in the form of the instructor, the student, or the designer. How any individual fills his or her role and engages others in the work can have a huge effect on learning. This is analogous to the supershrink effect in psychotherapy, wherein researchers found a significant therapist effect independent of the therapy being administered (Bergin & Suinn, 1975). Translating into ID terms, a master designer applying a direct-instructional strategy may get better results than an average designer applying a constructivist strategy – even if the constructivist strategy were a more effective method. There is some research in support of the designer having some impact on quality: An experienced designer involved early in the planning process of a large project is more likely to create a realistic scope for the effort resulting in less rework and rescoping later (Grimstad Group, 1995).

Agency refers to the intentional, embodied capacity to act that is not so easily captured and modeled by theory. It is where the innovation, the disruption, or the surprise tends to happen. Generally, agency is thought to be a human quality, although actor-network theory examines how human and non-human actors are configured into networks within which actions and outcomes unfold. I find the construct of agency very helpful as a marker for the human element in our designs: the difference that a master designer or instructor can make in a course, a program, or within an organization or a working group which achieves a synergy through collaboration, imagination, and effective division of labor (Suchman, 2000). Agency is “the sense that someone or something is not following some pre-established programme of action, is not simply expressing some pre-existing structure” (Middleton & Brown, 2002, as cited in Kaptelinin & Nardi, 2006, p. 207).

An example in Wilson (2012a) illustrates how the agency of a designer or instructor can play a substantial role in learning outcomes. I tell the story of a college professor who pays lip service to a constructivist philosophy, but in reality is leaving students in the lurch with inadequate guidance and support. Students are frustrated and discouraged at the wasted time and effort, and less learning is achieved because of the ostensive adherence to inquiry learning. In this case the instructor, through a lack of commitment to the class or willingness to carefully observe effects, is misreading the situation and misapplying constructivist theory. He is failing to notice and take the appropriate action. That this occurrence is fairly common suggests the importance of the issue. Whether framed in terms of agency, professionalism, character, or commitment – the issue is worthy of serious consideration when looking for impacts of instructional systems.

Tensions in the System

In complex systems, the interface between competing sub-systems, when they come together, can lead to disequilibrium and instability. This interface is a zone between order and disorder where meaning is generated. If everything happens according to plan, the situation is routine and the learning is minimal.2 Fruitful tension is central to activity theory and fits ID very well because of our focus on learning and development.

The more ill-structured the problem, the greater the opportunity for conflict to arise through unforeseen pairings and border crossings. Such problems are usually not solved; they are managed. Table 3.1 compares static and dynamic systems, showing how dynamic system modeling can better accommodate the complexity found in practice. Each part can potentially affect any other part of the system, and the goal is finding a compatible balance or harmony between elements that is sustainable over time. In reality, though, all natural systems exhibit both stasis and change at different points. A general pattern is:


Statis > Disruption > Repair > Statis > Etc.



Complex systems are more amenable to steering or guidance than full control – a process that Lindblom (1959, 1971) calls “muddling through”. We understand complex systems better than we used to, particularly how certain local actions can unexpectedly lead to systemic transformation at critical tipping points (Gladwell, 2000). This is the point of tension between competing systems.

A practice approach also inhabits the world between order and disorder through its critical, often subversive stance toward orthodox practice. To survive, a field must transmit a legacy of effective practices while at the same time integrating new practices that challenge the established order. Thus we are in a constant state of renewal, preserving some things and jettisoning others. Because of its often subversive stance, we would not expect


Table 3.1 Static versus dynamic models of systems

	Static model
	Dynamic model



	Additive causal model (analysis of variance with interactions of variable only inserted individually)
	Multiplicative model (if any value approaches zero the output drops to zero)



	Linear effects
	Non-linear relationships and impacts



	Smaller scale, simpler systems
	Messier, more complex systems



	Optimized performance
	Harmony and balance



	Consistency and control
	Steering toward “satisficing” outputs (Simon, 1969)



	Predictable throughput
	Impacts vary according to tensions, fissures, and contradictions



	Repairing buggy algorithms/routines – restoring to original or proper use
	Reconciling relationships and redefining connections – leading to new uses and outcomes




a practice-centered approach to ever dominate the field, bur rather continue as a theme or thread over time, challenging the dominant traditions and encouraging alternative methods when needed.

The willingness to transgress boundaries is associated with progressive positions, but this is not always so. Norm Friesen’s (2011) study of the lecture as a teaching form subverts common thinking about active and passive learning and shows the resiliency of what many take to be a regressive instructional practice.

Integrating Human Values

I have discussed elsewhere the need for ID professionals to adopt a critical stance toward their work (Wilson, 2012b). Learning designers might think of wearing trifocals, adjusted at three different distances:

(a) Clients and stakeholders. What effect will my actions have on interests and concerns of my sponsors, clients, and participants? How can I help them design meaningful solutions to compelling and challenging prob-lems of practice?

(b) Profession. How does my work relate to the community of ID profes-sionals and our collective knowledge base? What am I doing and learn-ing that might be of interest to colleagues?

(c) The world. How does my work relate to the broader community and the world at large? Am I helping the world be a better place – or what can I do to change my practice to better tune in to those larger concerns?

In the natural division of labor and the pressures of everyday work, most practitioners forget to think of the broader concerns, which is a shame because the foundations of the field suggest that professional knowledge is inseparable from practice. Designers who broaden their focus to attend to larger concerns can be richly rewarded through improved local decisions and solutions. I am thinking, for example, of active bloggers who reach out to other professionals and find their own work enriched through the interaction. Sharing one’s everyday concerns with other professionals makes the everyday more meaningful and brings a stronger element of inquiry into one’s practice.

One advantage to a practice-centered approach is a more comfortable accommodation of values such as social justice, equity, and inclusion. An instrumentalist, objectives-based view of curriculum design tends toward goals of efficiency and effectiveness, and neglects the moral impacts of the curriculum on participants (Kliebard, 1987). With greater attention to practice and lived experience, values can more easily enter the conversation and be seen as relevant considerations. This can help with our external relations to other currents of educational thought, but also in our efforts to address social-justice concerns in our own practice (Young, 2009).

Reconciling Difference

Aristotle talked about the cooperative arts in contrast to the exploitative or manipulative arts. Sculpture is an exploitative art in that the clay is passive in the sculptor’s hands, whereas education and medicine (and animal husbandry) are cooperative because they depend on both artisan and client to work together toward a common end (Komaski, 1987). In that light, the stasis condition in instruction is a trusting, engaged student and a committed, attentive instructor/guide. However, breakdowns from that ideal are common. A mechanism for repair is thus needed, to get the cooperative condition going again. I consider this to be of surprising importance, with much mediocre instruction traceable to failures or breakdowns between instructor and student (‘instructor’ in the broad sense of the person and the supporting system).

Safety, trust, and learning from failure

The hero’s journey, according to Joseph Campbell (1949), typically happens with the assistance of a guru at some point – a wise, mature guide who has been through a similar path with success. If the path were always safe and secure, there would be no learning and no transformation – the traveler would not become a hero. While risk-taking should be encouraged in instruction, safety cannot be guaranteed – otherwise there is no real risk. As Carol Dweck and others have shown, people respond differently to failure than to success, even at the neural level – and differences in how people respond to failure can lead to significantly cumulative differences in learning (Lehrer, 2011). Somehow there needs to be enough trust accumulated through a learning experience that students are willing to follow the instructor down some scary roads and immerse themselves fully in the experience. In that spirit Scott Switzer has developed a framework for accumulating and expending pedagogical capital, defined as actionable trust between instructor and instructor, based on their history of interaction together (Wilson & Switzer, 2012). If trust has been successfully established, then the instructor can push students further to take risks and exert themselves down an adventuresome path; if not, then less can be asked and less learning is accomplished.

Breakdowns happen when a mismatch occurs between a student’s need and an instructor’s guidance – often through professional lapses or limitations, or just the failure of mainstream strategies to meet a particular student’s immediate need. At this point the student is left to question the reliability of the guidance and the prospects for success on the journey. Because such breakdowns are inevitable, repair is essential for success. Successful repair can be facilitated by a resilient stance by the student who is slow to take offense and quick to forgive and restart. Instructors can facilitate repair through active and frequent monitoring and observation of student needs, coupled with an instructor’s commitment to truth-telling and taking responsibility. Both parties need to stay engaged and avoid ducking out. These qualities are as much a quality of character as they are technique, but again, are critical for the maintenance and restoration of healthy relationships for learning.

My discussion of reconciliation is more focused on the quality of instructor-student relationships than Song, Hannafin, and Hill (2007), but I think we would agree on the need for more theory development in this area of reconciliation in constructivist environments. Kaptelinin and Nardi (2006) emphasize the need for imagination and creativity when systemic break-downs occur; reimagining alternative goals, activities, and relationships can open up significant new learning in the face of blockages.

Connecting people

Advocates of learning communities tend to stress the nurturing support and safety that communities can provide. But communities can play a normative role in shaping activity that can include enforcing boundaries and encouraging conformity and order. Communities can also be important sources of feedback and guidance that lead to correction. Sennett (2008) referenced the “sharp mutual exchanges” that can occur in a healthy community of practice:


Caricatures of the Japanese frequently depict them as herd-loving conformists, a stereotype that hardly makes sense of how sharply critical Japanese workers in Toyota, Subaru, and Sony plants could be of one another’s efforts.

(Sennett, 2008, p. 31)



Interest in community has risen in those environments where natural human connections have been historically limited: online learning. The disembodied nature of an online interaction creates an interesting opportunity to test ideas of embodied cognition (see Li, Clark, & Winchester, 2011, for an introduc-tion to enactivism or embodied cognition). In response, distance-education researchers have advanced the concept of establishing presence online (e.g. the Community of Inquiry model – Garrison, Anderson, & Archer, 2000). As it turns out, all human communication must break through the barriers between individuals, a problem acknowledged since Plato (Shuell, 1986). If we actively construct our worlds, then how is it possible that we breach the barriers between ourselves and others, and communicate anything of real substance? In the case of online interactions these barriers can be formidable, but they share many characteristics with face-to-face communication challenges. Heidegger’s notion of a simulation’s fidelity – as the illusion of no media-tion – is a useful construct (Saito, 2002) because it highlights the fact that all communication is mediated and requires cutting through some barriers.

Michael Polanyi’s (1958, p. 59) notion about the fusion of person and tool also adds perspective on how we interact online. A person striking a hammer does not feel the hammer on the palm of her hand so much as the nail going into the wood. In like manner a person’s mobile phone can become so integrated with their thinking and activity that loss of it creates confusion, distress and a temporary incapacity to function! All human activity, online or otherwise, must create conditions that bring people together despite obstacles, differences, and perceived distance. Tools and devices can either get in the way of, or help this goal of bridging the gap, depending on the uses put to them.

Empathic thinking

Patrick Parrish (2006) has noted the importance of emphatic thinking for instructional designers. Sennett (2008) frames the point in terms of the instructor’s actions and language:


The writer of instructional language who makes the effort of sympathy has to retrace, step by step, backward knowledge that has bedded in to routine, and only then can take the reader step by step forward. But as an expert, he or she knows what comes next and where danger lies; the expert guides by anticipating difficulties for the novice; sympathy and prehension combine. This is Julia Child’s method.

(Sennett, 2008, p. 186)



Sennett continues by noting different tones of authorial voice:


The paralyzing tone of authority and certainty in much instructional language betrays a writer’s inability to re-imagine vulnerability. When we wish to instruct . particularly in the fixed medium of print, we have to return emotionally just to the point before [skilled] habits were formed, in order to provide guidance. So for a moment [Julia] Child will imagine holding the knife awkwardly; the cello master will return to playing wrong notes. This return to vulnerability is the sign of sympa-thy the instructor gives.

(Sennett, 2008, p. 186)



All of these ideas about human connection have clear relevance to instructional practices. The goal of a practice approach would be to expand our views to accommodate both activity-and experienced-based studies of how people connect and relate to each other in the design of and activity of learning and instruction.

Sharing Practices

I participated on a conference panel recently where a colleague, Dan Morris, talked about ways to support professional development (PD) of K12 teachers engaged in blended learning. “Three recommendations,” he said: “Model, model, and model!” Dan heads up eNet Colorado, a fledgling initiative to make PD resources widely available to teachers in the state. He understands the significance of teachers helping teachers, and teaching observing teachers. Technology can afford more modeling and observation of teaching practice. Dan’s work reflects two major impacts resulting from the advent of the World-Wide Web:

(a) More convenient access to resources, including learning resources

(b) More use of crowd-sourcing or bottom-up, distributed activity in a variety of areas including prompting political action, making decisions, and determining value.

These trends have affected instructional-design practice as well. We have better windows into each other’s work, and hope for even better access. Communities of active bloggers, listserv participants, and department colleagues now engage one another about their practices. These communities divide out in innumerable ways: e-learning, instructional design, corporate training, higher education, K12 technology integration, distance education and so on. Significantly, these trends toward greater transparency and sharing also align to best practices of professional development, which include:

• lifelong commitment to keeping up and improving practice

• on-site, on-demand support (rather than separated like a class)

• socially integrated

• continual reflection and conversation about one’s work.

Most ID practitioners receive good initial training, typically in graduate school – but after that, continued professional learning is irregular and sporadic. To achieve consistently good outcomes, the entire field must focus more on sharing promising practices and creating space for new knowledge and innovation to take hold. This is somewhat ironic for a field that understands the value of situated, authentic performance with practice opportunities in rich enrichments.

I am convinced we can do a better job exploiting the expertise held by the master craft-persons among us. Here are some questions I have asked the master craft-persons around me:

• What is it that you seem to know that I don’t (about the subject at hand)?

• How did you get that knowledge – in particular, what practices, habits, and resources have been helpful to you?

• How do you manage to stay current, to keep up, and to continue lead-ing and modeling best practices?

• How do you run your shop – especially, how do you train apprentices?

• In what ways do you participate in the larger professional community?

Many master designers are quite aware and articulate about their practice, and willing to share. Those conversations have moved to the web and are becoming more accessible to the profession at large (e.g. the blogs of George Siemens, David Wiley, and Michael Grant). Other ways of sharing include: professional logs or histories (Power, 2009); cases and scenarios (Ertmer, Quinn, & Glazewski, in press); delphi studies (York & Ertmer, 2011); and design showcases. A number of methods can help establish quality, including: design competitions; search rankings; collaborative filtering; citation studies; hit counts and link counts; action research (see Toulmin, 2001); surveys of practice; karma points; and learning analytics (Rogers, McEwen, & Pond, 2010). In the spirit of the Web, determination of quality often hap-pens after the fact rather than the pre-screening peerreview methods common in established academic fields (Neilsen, 2011).

Nearly 20 years ago Steven Tripp presented a paper on the reverse engineering of successful designs (Tripp, 1994). His exemplar case was the teaching of navigational skills among Polynesian sailors through ritualized classes and formal training. The stakes were obviously life and death on the high seas, and the skills conveyed were highly nuanced and sophisticated. I don’t know that even the best instructional designer could have fashioned a better system of knowledge transmission. Two current examples are the Khan Academy (a website with instructional video clips in a wide range of subjects) and the flipped classroom (a classroom teaching strategy with video lectures assigned as homework and cases solved in class with peer and instructor support). Both of these initiatives were developed by practitioners. Both, I believe, would not likely have been developed by ID theorists because their theoretical ambitions are modest. Both projects apply simple principles of instruction in creative ways to vexing problems of practice, leading to widespread interest among the broader practitioner community. Reverse engineering (carefully analyzing successful practice in case-study fashion) can highlight elements of these designs-in-use that would be used in future designs.

Concluding Thoughts

A generation ago Reigeluth, Bunderson, and Merrill (1978) contrasted three approaches to designing instruction:

(a) Artistic – Using intuition to make design decisions.

(b) Empirical – Using tryout data to make design decisions and determine effectiveness of programs.

(c) Analytic – Using principles drawn from theory to make design decisions.

They saw science relating to the third, analytic approach. Our practicecentered approach agrees with the authors that every designer applies a combination of these forms of reasoning, but disagrees with their views of science. All three approaches – the artistic, empirical and analytic – have some claim to the production of new knowledge in the field. This is a key claim of this chapter: ID practice involves knowledge production just as doing research does. Art, science, craft, analysis, testing – all have a role for designing good instruction, and all have a role in doing good theory and science. All forms of knowledge production should be valued and recognized for their contributions to our understanding of effective practices. A practice-centered approach seeks to expand the inquiry, theorizing, and embodiment of knowledge to better account for the amazingly wide variety of knowledge needed to succeed in producing good instruction.

Instructional design is a hard, demanding field. People trained at one time will need to be retrained (or professionally renewed in some other way) within a few years, to keep up with advancing theory and emerging technology. There is some need for professionals to feel a calling or vocation (Hillman, 1996), to sustain them through the droughts and low points of a demanding career. Practitioners understand the need for compromise and adaptation, yet the pragmatic skills involved in making things work are often neglected by theorists and researchers. A practice-centered approach aims to restore a measure of credibility to such concerns and seeks to redress the imbalance caused by our near-exclusive focus on cognition and traditional theories of learning and instruction. At the same time, the lessons derived from learning and instructional theories are preserved and integrated as part of our framework. The criterion of value, however, shifts toward the utility of an idea in practice. By broadening our scope and focus, we will help the field remain relevant and thriving in a fast-changing world.

Notes

1 My thanks to an anonymous reviewer for this example.

2 Learning here refers to learning of the instructional system. Students may proceed through lessons and learn according to the objectives, but the routine practices of teaching will not be changed.
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4 Experiential Learning and Cognitive Tools

The Impact of Simulations on Conceptual Change in Continuing Healthcare Education
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Introduction

Professor David H. Jonassen has made, and continues to make, an enormous contribution to multiple fields including educational technology (Jonassen, 2004a), instructional design (Jonassen, 2004b), and the learning sciences (Jonassen, 2011). His unique characterization of mindtools as well as his consistent focus on conceptual change as an important outcome of meaningful learning have influenced the thinking and work of researchers and practitioners at all levels and across all forms of education and training.

Among his academic peers, Jonassen is noted for being direct in stating the implications of his research. For example, in his 2006 book, Modeling with Technology: Mindtools for Conceptual Change, he wrote: “The goal of learning should be conceptual change and development” (p. xiv). Jonassen, Strobel, and Gottdenker (2005) defined conceptual change as “changes in conceptual frameworks (mental models or personal theories) that learners construct to comprehend phenomena” (p. 15). Jonassen (2006) contended that conceptual change is critical to problem-solving and decision-making in all professional fields. Conceptual change, especially the development of robust mental models of complex phenomena and the capacity for decisive decision making under duress, is absolutely essential in healthcare fields such as medicine, nursing, public health, and social work.

The primary purpose of this chapter is to review the evidence that continuing healthcare education using simulations as cognitive tools (mindtools) instantiates experiential learning, and, in turn, fosters conceptual change. This review is important because, although conceptual change is often one of the most desirable outcomes of continuing healthcare education, such change is also one of the most difficult goals to accomplish. This chapter concludes with a call for more widespread pursuit of educational design research by members of the global continuing healthcare education community.

Background

Medical practitioners such as physicians, nurses, public health officers, and social workers often resist conceptual change even when faced with compelling evidence of the need to change a foundational mental model underlying treatment decisions. Millard (2011) described in excruciating detail the extraordinary suffering that President James A. Garfield endured for nearly 90 days after being shot by an assassin in July 1881. Garfield’s physicians, despite having been strongly advised to use the disinfection procedures developed by Joseph Lister 20 years earlier, continued to probe the President’s wound with unclean fingers and unsterilized instruments, thereby introducing the massive blood infection to which President Garfield eventually succumbed.

Despite the evidence-based movement in medicine and healthcare (Sackett, Straus, Richardson, Rosenberg, & Haynes, 2000), the challenges that physicians and other healthcare practitioners face when they need to engage in conceptual change are still evident today. For example, Gawande (2009) documented the difficulties he has confronted in convincing fellow surgeons to adopt a simple checklist that could prevent tragic errors that are all too common in operating theaters. Thagard and Zhu (2003) revealed how Western physicians, especially in the USA, have struggled to give acupuncture, a practice derived from traditional Chinese medicine, a fair evaluation because of the perceived incommensurability of the different world views of medical practice in the East and West. More recently, Jonas, Walter, Fritts, and Niemtzow (2011) detailed the difficulties they have experienced as American military physicians getting other healthcare practitioners who treat wounded American soldiers returning from Iraq and Afghanistan to accept the positive results they have found in relieving pain with acupuncture.

Continuing education for healthcare professionals often has conceptual change as one of its major goals. Unfortunately, continuing healthcare education continues to be inadequate around the world, even in the wealthiest counties. For example, a recent report from the Institute of Medicine (2011) in the USA concluded that:


Every segment of the healthcare workforce must comprise professionals who provide high-quality health care and assure patient safety. However, the nation lacks a comprehensive, effective system of continuing education in the health professions, and this gap contributes to knowledge and performance deficiencies at the individual and system levels.

(Institute of Medicine, 2011, p. 39)



The inadequacies of continuing healthcare education in the still-developing countries are even more alarming. Consider something as basic as hand washing. Although Gawande (2008) warned that the failure to sterilize hands before interacting with patients is a serious problem in even the most advanced hospitals in the USA and Europe, it is a major cause of death in the developing world where the proportion of patients infected by their caregivers frequently exceeds 25 percent (Pittet Allegranzi, Storr, Bagheri Nejad, Dziekan, Leotsakos, & Donaldson, 2008). Allegranzi and Pittet (2009) wrote:


Healthcare workers‘ hands are the most common vehicle for the transmission of healthcare-associated pathogens from patient to patient and within the healthcare environment. Hand hygiene is the leading measure for preventing the spread of antimicrobial resistance and reducing healthcare-associated infections (HCAIs), but healthcare worker compliance with optimal practices remains low in most settings.

(Allegranzi and Pittet, 2009, p. 209)



In light of such reports from the World Health Organization and other public health agencies, it seems like many healthcare practitioners have not progressed sufficiently beyond the unclean habits of the eminent physicians who arguably killed President Garfield in 1881. In this and other areas of healthcare practice, the need for conceptual change among healthcare professionals is clear.

Experiential Learning through Simulations

How can continuing healthcare education foster conceptual change more effectively? The U.S. Institute of Medicine (2010) and others (cf. Vesper, Kartoglu, Bishara, & Reeves, 2010) have recommended increased adoption of experiential learning as a pedagogical strategy that can foster meaningful learning. Kolb (1984) defined experiential learning as “… the process whereby knowledge is created through the transformation of experience” (p. 38). Experiential learning may be categorized into two different types: one that is personal and informal (e.g. learning from experience that one should always begin a patient interaction by addressing the patient by name to establish rapport), and another type that is a designed event encompassing learning opportunities to which people are intentionally exposed (e.g. a continuing nursing education seminar focused on advanced disinfection techniques).

Interactive simulations have been demonstrated to be effective vehicles for enabling experiential learning within the context of continuing healthcare education (Kneebone, Arora, King, Bello, Sevdalis, Kassab, Aggarwal, & Darzi, 2010; Levine, Schwartz, Bryson, & DeMaria Jr, 2012; Rogers, 2011). According to McGaghie, Siddall, Mazmanian, and Myers (2009), “A growing body of research evidence documents the utility of simulation technology for educating healthcare professionals” (p. 62). However, they go on to note that “simulation has not been widely endorsed or used for continuing medical education (CME)” (p. 62).

The low level of use of simulations in continuing healthcare education is alarming given that the link between interactive simulation and experiential learning is often stated in the literature. For example, writing in the Journal of Continuing Education in Nursing, Decker, Sportsman, Puetz, and Billings, (2008) stated that “Simulation offers a unique mode for experiential learning” (p. 74). Carron, Trueb, and Yersin (2011) wrote:


Simulation is a promising pedagogical tool in the area of medical education. High-fidelity simulators can reproduce realistic environments or clinical situations. This allows for the practice of teamwork and communication skills, thereby enhancing reflective reasoning and experiential learning.

(Carron, Trueb, and Yersin, 2011, n.p.; online article)



Similarly, in the context of developing high fidelity healthcare simulations for teaching and learning, Carron (2011) stated that “Attaining the appropriate level of realism [in a healthcare simulation] will help participants engage in the scenario by making unprompted actions and hence benefit from experiential learning” (p. 9). It would seem that embracing the use of simulations in continuing healthcare education is itself a conceptual change within the profession that has yet to take hold. This may be tied to the complexity of creating high quality simulations.

For experiential learning to be activated within a simulation, some degree of authenticity must be attained. Regarding the use of simulations in nursing education, Campbell and Daley (2009) wrote: “In order for a transfer of knowledge to occur, the student’s role in the simulation must be as authentic as possible” (p. 5). However, authenticity is a complex issue in the design and implementation of learning simulations. Authenticity, like beauty, is often in the mind of the beholder. In this light, Barab, Squire and Dueber (2000) claimed that authenticity occurs “not in the learner, the task, or the environment, but in the dynamic interactions among these various components… authenticity is manifest in the flow itself, and is not an objective feature of any one component in isolation” (p. 38).

Herrington, Reeves, and Oliver (2010) argued that for an e-learning envi-ronment, including an interactive simulation, to be authentic, some degree of “suspension of disbelief is required” (p. 92) on the part of the learners. People regularly suspend their disbelief when they watch a film or read a novel, becoming so cognitively and emotionally engaged that they forget that they are just watching and reading rather than actually experiencing what is happening. Instructional designers and educators in the health professions must strive to develop interactive simulations in ways that allow healthcare personnel to engage in similar levels of suspension of disbelief so that as learners they can “immerse themselves in a learning experience that most closely matches that encountered in real life” (Cheng Duff, Grant, Kissoon, & Grant 2007, p. 466), and, hence, become engaged in experiential learning. In a chapter focused on simulations, Jonassen (2011) highlighted the importance of learner engagement when he wrote that “as I have pointed out repeatedly, without engagement, there is no meaningful learning” (p. 233).

The Effectiveness of Simulations

Determining the effectiveness of learning simulations is not as straightforward as it might first seem. As described above, the nature of authenticity and how to foster its perception are challenging design problems. Another complicating issue relates to the amount of scaffolding that learners need, or are given, within an instructional simulation. Scaffolding, in the context of a learning environment, refers to the assistance provided to learners so that they can accomplish something that they would not be able to do easily without help. In a comprehensive review of the instructional effectiveness of simulations, de Jong (2011) wrote:


The overall conclusion is that simulation-based inquiry learning can be effective if the learners have adequate knowledge and skills to work in such an open and demanding environment and if they are provided with the appropriate scaffolds and tools. In those cases where adequate support is given, simulation-based learning may lead to better results than direct instruction or laboratory based exercises.

(de Jong, 2011, p. 459)



However, providing too much scaffolding can turn what it is purported to be a simulation into an elaborate tutorial, thus contravening the intended experiential nature of the interactive learning environment (Jonassen, 1996). The learning theory foundations of medical simulations include constructivism, reflective practice, and situated learning (Bradley, 2006). These theoretical perspectives position the learner with more autonomy than a learner typically experiences in direct instruction (Kirschner, Sweller, & Clark, 2006; Kuhn, 2007). Finding the right mix of “support, feedback, and scaffolding that is provided to students” (Rawson, Dispensa, Goldstein, Nicholson, & Korf Vidal, 2009, p. 207) in simulations for continuing healthcare education is a research challenge that continues to go unresolved (Tobias & Duffy, 2009).

Some educational researchers have devoted themselves to searching for the precise mix of multimedia features to incorporate into interactive learning environments such as simulations (Mayer & Alexander, 2011), but definitive one-size-fits-all prescriptions have not been found. Perhaps this search is ill-advised (Reeves, 2011). The authenticity of a learning simulation largely depends on individual differences such as motivation, readiness, and previous knowledge. Mehlenbacher (2010) reminded researchers and practitioners alike that “we should always remember that [authentic] tasks have both an objective dimension and a subjective one, where the latter represents the learner’s perceived experience of the task, whether as simple, dull, complex, or highly engaging” (pp. 234–235). Ultimately the search for universal multimedia design principles may be less successful than the creative crafting of simulation designs, guided by relevant heuristic design principles when available, that are subsequently refined through rigorous cycles of formative evaluation (Harteveld, Thij & Marinka, 2011). This is essentially what educational design researchers strived to do (McKenney & Reeves, 2012).

Educational Design Research for Simulation Development

Over the last 20 years, a genre of research known variously as “design-based research” (Kelly, 2003), “design experiments” (Brown, 1992; Collins, 1992; Reinking & Bradley, 2008), educational design research (van den Akker, Gravemeijer, McKenney, & Nieveen, 2006; Kelly, Lesh, & Baek, 2008; McKenney & Reeves, 2012), “engineering research” (Burkhardt, 2006), and “formative research” (Newman, 1990) has emerged. Anderson and Shattuck’s (2012) analysis of the past decade of design-based research studies led them:


to concur with Dede, Ketelhut, Whitehouse, Breit, and McCloskey’s (2009) claim that “DBR offers a ‘best practice’ stance that has proved useful in complex learning environments, where formative evaluation plays a significant role, and this methodology incorporates both evaluation and empirical analyses and provides multiple entry points for various scholarly endeavors” (p. 16). However, as promising as the methodology is, much more effort in this and other areas of education research is needed to propel the type of education innovation that many of us feel is required.

(Anderson and Shattuck, 2012, p. 24)



If simulations are to play a major role in fostering conceptual change and others types of higher order learning in continuing healthcare education, they must become the focus of large-scale development initiatives employing educational design research strategies (McKenney & Reeves, 2012). Traditional instructional design approaches (Branch, 2009) whereby developers attempt to apply isolated multimedia design principles derived from experimental studies are insufficient for dealing with the complexity inherent in the types of learning simulations that are capable of fostering profound conceptual change among healthcare professionals. Jonassen, Cernusca, and Ionas (2007) delineated the limitations of instructional design as commonly practiced and went on to describe how they conducted design research in developing web-based simulations that help biology students comprehend “the effects of environmental perturbations on gene flow between two populations” (p. 51). The authors stated that whereas formative evaluation within the context of instructional design focuses only on the instructional materials, the formative experiments that characterize educational design research make more of an effort to “consider the process and the context in which learning takes place” (p. 48).

This consideration of process and context noted by Jonassen et al. (2007) is pertinent to the major outcomes of educational design research: an intervention (in this case, simulations) and theoretical understanding. Educational design research begins with the identification of a significant educational problem in need of a creative solution and which is appropriate for scientific inquiry. Enhancing the conceptual knowledge of healthcare professionals represents precisely the kind of challenge that educational design research is intended to tackle. While the scope of any given research initiative can vary, the intention of educational design research is to produce two main outcomes. First, it enables the conceptualization, design, prototyping, and refinement of a practical solution to the complex challenge with which the research project began (Bereiter, 2002; Edelson, 2001). Second, it leads to the development of enhanced theoretical understanding, often in the form of design principles (Bell, 2004; Kali, 2008). Ideally, and in many documented cases, participating in educational design research also fosters professional development for all involved (e.g. researchers, teachers, subject-matter experts, and others (Bannan-Ritland, 2008; Reinking & Bradley, 2008).

Educational design researchers can also probe the reasons why, despite substantial evidence of their effectiveness, simulations have not been more widely adopted within the context of continuing healthcare education (McGaghie et al., 2009). Dornan, Scherpbier, and Spencer (2008) called for more research “to promote the transfer of simulation education to practice settings” (p. 562). This requires a solid on-the-ground understanding of the factors that influence adoption and uptake of new ideas and resources, such as simulations. McKenney and Reeves (2012) offer detailed guidelines for educational design researchers to help them attend to implementation and spread from the onset of an educational design research initiative (see Figure 4.1).

McKenney and Reeves (2012) defined implementation as the process of adopting, enacting and sustaining interventions within the context for which they are developed, and spread as the process of disseminating and diffusing interventions and insights for use in other contexts. Issenberg and Scalese (2009) identified curricular integration as one of the challenges that anyone involved in developing or deploying simulations in healthcare education must address. According to McKenney and Reeves (2012), a key consideration is



[image: ]
Figure 4.1 Educational design research model (modfied and adapted from the generic model in McKenney & Reeves, 2012)




acknowledging that implementation does not come after design, but even influences the final product. As they state:


Even though actual implementation and spread cannot take place until an intervention has been constructed, researchers and practitioners jointly anticipate and plan for it from the very first stage of analysis and exploration, e.g. by tempering idealist goals with realistic assessments of what is possible; by taking practitioner concerns seriously; and by studying what intrinsic motives and natural opportunities are already present in the target setting“.

(McKenney and Reeves, 2012, p. 159)



McKenney and Reeves (2012) also offer multiple practical strategies that educational design researchers can use to address curricular integration in particular, and implementation and spread in general. These specific strategies, as well as the overall design research approach, provide highly relevant starting points for creating simulations for continuing healthcare education that stand to be taken up and used by practising professionals.

The Contributions of David H. Jonassen

Although many hurdles must be overcome before simulations are adequately adopted by the continuing healthcare education community, Jonassen has established many of the benchmarks that must be met as well as establishing several critical signposts on what will inevitably be an arduous journey. For example, his work has established conceptual change as a paramount out-come of CHE (cf. Jonassen, 2006). In addition, his research has defined and refined many of the theoretical constructs underlying the design of interactive simulations for CHE (e.g. constructivism as a philosophy that informs and shapes the pedagogical strategies found in effective learning simulations). He has highlighted the merits of design research as an alternative to traditional instructional design in efforts to develop robust learning simulations (cf. Jonassen et al., 2007). Perhaps above all else he has set the standard for rigorous scholarship that all educational researchers who seek to engage in socially responsible research should emulate (Jonassen, 2011).
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5 Simulations, Games, and Virtual Worlds as Mindtools

Scott J. Warren and Jenny S. Wakefield

 

 

Introduction

Imagine the following scenes from two virtual worlds:


You arrive in town by way of an old Chevy Camaro and the scene coalesces in your field of vision. It is filled with trees, crumbling buildings, and a winding river that settles into a crystal lake. Climbing from the rusting car, the cracked leather pops and separates into rivulets of feathered gray stuffing. A wooden sign stands quietly before you reading:

Welcome to Anytown: A friendly place to call home.

You turn towards the building that is the reason you came: The Anytown News. Walking inside, the wooden floors flex underfoot. Before you can proceed, acrid smoke outside redirects your attention to a log cabin in flames. The roof suddenly collapses, spraying ashes onto an obscured historic marker. A blue-suited sheriff stands nearby, badge gleaming, spitting conflagrations laughing cruelly with each breath of wind. You venture back out and approach him. With a fraying garden hose, he silences the guttering sparks that singe a nearby store. You inquire about the blaze and the officer states that without a fire department in town, he cannot investigate. “I have some leads,” the lawman tells you. “But the evidence will be gone before I can get to it. Will you help?”

…

Much further away, in a locale not so ordinary, two men walk through a small room towards the balcony door. They hear masses of people outside eagerly awaiting the speech they know is to come. As the balcony door slides open the noise grows louder. They now see people cheering, whistling, and waving flags. The cobblestone plaza outside the hotel is filled to the brim with adherents, all there to greet, listen to, and get a glimpse of, their leader. Momentarily waiting by the balcony railing, the shorter of the two men stands looking out over the crowd in his army green outfit and cap on his head. A couple of feet behind him, his brother steps to the side. They know this procedure by now. They have done this many times together. The man by the railing slowly lifts his arm and with his hand makes the gesture and the masses immediately fall silent in anticipation of what is to come. Clearing his throat he begins: “Workers, farmers, students, all Cubans — these are the questions we should ask ourselves —” The people listen eagerly. Here is the man who will help them past their troubled times — here, finally is their hope for a better future.



These two scenes illustrate a learner’s experiences as they enter game and virtual world spaces created in the last decade to support student knowledge building. The first, Anytown, is an example of a naturalistic problem in a story-driven game used to engage students in learning through play. It was designed for elementary and middle schools, students to immerse them in reading and writing activities that were both active and practical, tying their constructed solutions to fictional writing problems and authentic, real world work (Warren, Stein, Dondlinger, & Barab, 2009). The second scene, from a virtual world role play called Castro Salvado, was developed by students in a higher education history course. Students engaged in active learning through role-playing in a constructivist learning environment. The role play which included perspectives for and against the Castro regime was captured on machinima (see http://www.machinima.com/.) for later classroom viewing and discourse. Constative classroom communication about the learning experience and expressions of intersubjective understanding of the complex events leading up to the Cuban Revolution, contributed to students’ higher-level understanding of the real-world events (Wakefield, Mills, Warren, Rankin, & Gratch, 2012). We shall return to the Anytown and Castro Salvado scenes later in the chapter.

The goal of our chapter is to illustrate how digital constructs associated with the concept of mindtools function as tools to support cognition and conceptual change. Each example incorporates at least the core mindtool elements of modeling, coaching, scaffolding, means of assessment, and the support for the instructor as they seek shared understanding along with their students. It is through these core mindtool elements that students are supported as they construct knowledge individually and in groups. Specifically, these allow the instructor, peers, and experts to provide learners necessary feedback to challenge poorly developed concepts. We begin with a brief general background and then provide an overview of how simulations, games, and virtual worlds function as mindtools through specific, illuminative examples taken from our own work.

Mindtool Use in Education


Humans have a need to solve problems

(Bransford, Brown, & Cocking, 2000, p. 102)



It has long been a desire to guide undergraduate education away from lecture-based learning in which the instructor functions as a disseminator of knowledge toward an educational form that is more cognitively engaging for learners (Duch, Groh, & Allen, 2001) and to construct learning environments and tasks that meaningfully engage all learners. Mindtools, or thinking tools as described by Jonassen, Mayes, and McAleese (1993) are technology systems or tools that help learners intellectually; they occupy and assist learners in knowledge construction tasks, thereby they also aid in cognitive learning process. Jonassen’s conception is that computer applications function as mindtools in that they support and engage students with critical thinking on the topic under study (Jonassen, Carr, & Yueh, 1998; Jonassen, 2006) and thereby assist learners with solving problems. The development of constructivist learning environments (CLEs) has shaped learning with computer tools and has allowed the landscape of learning with games, simulations, and virtual worlds to grow as supported by constructivist learning theories. Any curriculum designed under this conceptual framework largely dispenses with instructor as lecturer, provider of fixed knowledge, or the thought that students are blank slates upon which to be written by the teacher.

Constructivist Learning

Learning experiences designed following constructivist learning theory begin with the concept that individuals construct their own knowledge and that this is built on pre-existing experiences, beliefs, and mental models, thus making learning individualistic. However, this radical conception of constructivism is differentiated from social constructivism that recognizes not only the prominence of the individual in the process, but the fact that a learner’s “thinking is grounded in perception of physical and social experiences, which can then be comprehended by the mind. What the mind produces are mental models that explain to the knower what he or she has perceived” (Jonassen, 1991, p. 10). It is this conception that drives CLEs to offer genuine engagement and predicaments to learners allowing them to ponder and confront problems that are closely related to real-world problems (Savery & Duffy, 1995). In these situated environments, problems or questions are posed to learners so as to engage them in meaning-making and problem-solving activities likely to result in knowledge construction (Jonassen, 1999); these activities are scaffolded by embedded and/or interactive feedback provided constatively. This social reality construction is realized through interactive communication in which cognition is partly subjective along with the shared representations and consensus of group members (Kriz, 2010).

Harold Barrows (1986) distilled the core concepts of problem-based learning (PBL). This pedagogical model shifted the focus of education from lecture towards practical, hands-on learning activities tied to real-life situa-tions. PBL activities aim to improve student learning while they are collab-oratively and actively working in small groups or teams solving “new, complex, and ill-structured real-life problems” (Sluijsmans, Moerkerke, van Merriënboer, & Dochy, 2001, p. 153). The PBL model thus focuses on improving student learning “by requiring students to learn content while solving problems” (Jonassen, 2011b, p. 154). This learning model can be motivating because it can give students a practical reason to develop knowledge and skills. What was missing from early PBL and CLE environments was the inclusion of cognitive support that would help ensure that learners would learn from their interactions with problems.

Mindtools Then and Now

In order to address this gap, Jonassen (1996) conceived that technology tools could function as mindtools, which he described as:


computer-based tools and learning environments that have been adapted or developed to function as intellectual partners with the learner in order to engage and facilitate critical thinking and higher order training … [they] are extensions of humans [that can] extend cognitive functioning during learning … while constructing knowledge to engage learners in cognitive operations they would not otherwise have been capable.

(Jonassen, 1996, p. 10)



Since this definition, Jonassen’s conception of mindtools has evolved to include interactive simulations and related tools:


When students use these tools to construct models, they are learning with the computer, not from it. Computers become intellectual partners . by helping learners to articulate and represent what they know (not what the teacher knows) and for reflecting on what they have learned and how they came to know.

(Jonassen, 2011b, pp. 306–307)



This later conception of mindtool lends itself more clearly to viewing games, simulations, virtual worlds, and similar technologies that model authentic systems as mindtools. Mindtools are not productivity tools; instead, they support cognition by extending learner thinking beyond what they may be able to do ordinarily without support. What Jonassen et al. (1998 meant when they said computers become intellectual partners is that they allow the learner to achieve when they might not when alone, functioning to guide problem solving through “more capable peers” (Vygotsky, 1978, p. 86).

Constructing Learning: Digital Tools as Today’s Scaffolds

During the last decade, pedagogical methods have increasingly leveraged technologies to provide what Brush and Saye (2001) called hard scaffolds (i.e. digitally embedded resources that allow students to engage in the abstract critical and creative thinking required in complex areas such as writing (Warren, Barab, & Dondlinger, 2008) and science (Barab, Goldstone, Zuiker, Warren, & Ingram-Goble, 2007; Kafai, Quintero, & Feldon, 2010)). Hard scaffolds include embedded directions, visual depictions of information, and other similar tools that provide general feedback and learner support. These supports free the instructor to challenge learners’ poor knowledge constructions and give individualized guidance to students.

As mentioned earlier, the challenge for educators has been to construct learning environments and tasks that meaningfully engage all learners. This task is complicated by a need to concurrently provide aids to learner-centered exploration of problems and both individual and group knowledge construction. Howland, Jonassen, and Marra (2012) suggested that tools such as simulations, virtual worlds, and games are one possible solution to achieve such environments.

Learning Simulations

Howland, Jonassen, and Marra (2012) defined simulations as “imitations of some real thing, state of affairs, or process — allowing learners to manipulate key characteristics or variables within a physical or abstract system” (p. 58). Realism and relevance are two characteristics of simulations that have been posited to make them effective tools to support learning goals (Braun, Fernlund, & White, 1998). Braun and colleagues found that the realism affordance allows simulations to portray real-life situations reflecting true-to-life experiences that better prepare students for what they will later encounter. The relevance characteristic is that it helps provide “meaningful experiences, so students are able to identify with and relate to projects that have a significant bearing on their everyday lives” (Braun, Fernlund, & White, 1998, p. 88).

Simulations, Games, and Virtual Worlds as Mindtools

Since the late 1990s, simulations, games, and virtual worlds have been designed to provide learners with an opportunity “to apply prior learning” and an “opportunity for discovery” (Parry, 1980, p. 103). When integrated into a curriculum along with embedded problem-solving components and social interactions, games, simulations, and virtual worlds can provide deeper learning (Steinkuehler & Johnson, 2009). Learning games, simulations, and virtual worlds include the core mindtools elements: features of modeling, coaching, scaffolding, assessment, and support for instructors as they seek to guide and challenge learner knowledge constructions. In Anytown, students were immersed in reading and writing activities within a simulated town. This location acted as both problem space and scaffold to support cognition and provided learners with practice. The situated conflicts were active and based on practical problems.

These ill-structured challenges required students to tie their constructed solutions to both the game’s fictional writing problems and their future authentic writing (Warren, Stein, Dondlinger, & Barab, 2009). Instructor supports included formal trainings to prepare the instructor for the social constructivist methods, just-in-time scaffolding from the instructional designer when the instructor had cognitive conflict about implementing the simulation game as designed, as well as a formal job aid that provided the instructor with background information and daily directions related to what to expect from the digital space and activities. With the aid of the instructor, Anytown was designed to challenge students to reflect on their activities and assignments, think more deeply about what they had learned, as well as on what they could improve. This is in keeping with the concept in Jonassen (2011b) that technologies should function as knowledge construction tools letting students learn with them rather than from them.

Digital Simulations for Building Knowledge

Simulations are commonly viewed as the bedrock upon which games and virtual worlds are built, though the three constructs are often perceived as indiscriminate from one another (Becker & Parker, 2009; Cubitt, 2001). It is important, however, to convey what the primary similarities and differences among games, simulations, and virtual worlds are. While the visible structure of each may appear dissimilar, the mechanism that supports learning in each is the same: accurate physical or cognitive models of a system, phenomena, or object(s). In an educational simulation, there is a “dynamic and reciprocal relationship between [a learner’s] internal mental models and the external models that students construct” (Jonassen, 2011b, p. 311), or interact with. Educational games also include these representations, but further layer in motivating aspects such as an artificial conflict to drive play, an interactive rule set governing this play, and a condition that allows a player to win the game. Virtual worlds have different affordances depending on their core technologies and media affordances. Some virtual spaces provide tools that allow teachers or designers to build static or interactive models of real world phenomena that they want students to internalize (Warren & Wakefield, 2011). Others enable learners to build external representations of their mental models, which allows for critique by instructor and peers with the goal of improving their individual knowledge construction. Today’s digital simulations are generally created using computer software to create models that either imitate or represent how something works or lets the user observe how something would work under various conditions. Simulations provide a safe space in which to explore models, experiment with practices too expensive or dangerous to engage with otherwise, such as manipulating objects, but also for practicing problem solving.

Simulations, games, and virtual worlds are malleable. They allow either the instructor or students to construct problem spaces or solutions using the tools themselves. For example, a virtual world design may replicate a complex social environment within which students are challenged to interact towards a goal of constructing understanding and developing possible solutions to an ill-structured problem. Such construction tools allow students not only to interact with simulations built for them, but also to build spaces that act as representative evidence of their individually or collaboratively constructed knowledge.

Core Mindtool Elements of a Simulation

Jonassen (1996) identified several affordances of mindtools that have clear connections with simulations, whether they are static representations or interactive models, complex games, or virtual worlds and their accompanying construction tools. Mindtools can be used to represent what learners know; they also engage them in various critical, creative, and complex thinking processes (e.g. analyzing, evaluating, connecting, elaborating, synthesizing, imagining, designing, problem solving, decision making, etc.) (Jonassen 1996, as cited in Jonassen & Carr, 2000).

In keeping with this idea, simulations provide learners with the ability to interact with models or generate their own representations of what they know and also share the representations for peer and expert critique towards a goal of improving their knowledge constructions. These systems can be built to include a number of different mindtools, or as mindtools themselves.

Modeling Reality

The natural learning affordance of simulations is that they model a reality that the instructor seeks to have the learner encounter. The representation need not be visually perfect; instead, providing a clear depiction or experience of applying the skills may be sufficient if one accepts Baudrillard’s (1994) concept of equivalence in which the “sign and the real” are the same in a pragmatic sense. For example, practicing difficult landings on a flight simulator allows a learner to engage in the actions that they will carry out in a physical plane, such as adjusting flaps and throttle, receiving clearance from the tower, braking, and taxiing. They are not flying a real plane; however, the trainee can reasonably be expected to learn to land a plane if the simulated activities accurately model landing a plane in the physical world.

Coaching and Not Teaching

While not all simulations provide specific feedback, many include software agents which comment on, and help to guide learner performance. Such systems may provide instant responses in the form of visual, auditory, textual, and other relevant performance advice. This may also be supplemented by critique from an outside observer regarding the learner’s simulated performance. For instance, returning to the flight simulator example, the simulation can change the wind speed and this may impact the ability to land the plane. If the learner crashes the plane, the system can provide directions about how to improve future performance by noting how best to adjust for changes in wind speeds.

Scaffolding Learning

A simulation can be seen as a case study in which the user applies knowledge and skills and receives immediate feedback on performance and behavior. The feedback is provided by the system and either supports or contradicts the learner’s understanding. Simulations are safe environments in which the learner can practice and refine skills without serious consequences. The feed-back is immediate and helps learners prioritize and set realistic goals (Jonassen, 2011a; Parry, 1980). For example, preparation for more advanced flying activities such as air conflict, can be and is, partially, trained using simulations.

Assessing Learning in Complex Digital Environments

Assessment should require “Students to use higher-order thinking skills to solve and analyze problems instead of memorizing facts and solving well structured, decontextualized problems” (Sluijsmans, Moerkerke, van Merrienboer, & Dochy, 2001, pp. 153–154). Ways to assess higher-order skills include self- and peer-assessment as it has been suggested that these methods allow students a stake in, and responsibility for, assessment (Sluijsmans et al., 2001). These assessment types “encourage[s] students to engage continuously and foster a deep approach to learning” (Dochy & McDowell, 1997, p. 279).

Jonassen (2011b, pp. 354–356) suggest using four different assessment types to improve students’ understanding and increase their mental capabilities. We provide some brief examples for each.

• Assess student problem schema: For example, weekly readings may provide students with points of view expressed from both sides of an international conflict. When students are asked to reason from both perspectives during classroom discussions they may be asked to specify if the readings contained sufficient or missing information.

• Assess student problem-solving ability: Using rubrics to assess a student’s developed models helps measure student problem-solving ability. For example, Firaxis’ Civilization simulation games evaluate a player’s performance based on several criteria. This includes items such as how accurately they solved a problem (e.g. building the United Nations), how quickly it was done, and how completely they did so. At the conclusion of the game, a summative ranking is assigned to their performance relative to competing players.

• Assess the cognitive skills required to solve problems: Many learning simulations and games test a player’s ability to complete particular tasks prior to allowing them to engage with more challenging problems. In an air combat simulator, the system assesses the learner’s existing skills and knowledge as a basic pilot. As the learner masters simpler skills, the system increases the level of difficulty. To this, the system will commonly assess several cognitive abilities by requiring the player to complete a series of linked activities within the simulation. For example, the simulation tests memory by requiring a player to remember multiple goals while being attacked (e.g. bomb three different locations) and their ability to sustain their attention on a task. Once players have mastered simpler cognitive skills, they are asked to interact with more complex ill-structured problems.

• Assess students’ ability to construct arguments in support of solutions: Expressing one’s reasoning is a powerful form of assessment as it allows for confirmatory evidence of a student’s ability to problem-solve (Jonassen, 2011b). Open classroom discussions in which students engage in constative communication — in a give and take of validity claims — expressing their intersubjectively interpreted truths is a powerful way to share understandings and find consensus.

Learning Simulations as Mindtools

Simulations have long been used for training purposes in military and business situations (Greenblat & Duke, 1981; Horn, 1977). As behaviorist and information processing learning models gave way to situated learning and constructivism, the how and why questions about simulations also changed. In this next section, we review some of the important constructs that most influenced our own work and clearly leveraged mindtools, problem-based learning, and constructivist learning environments. One of the first was the Cognition and Technology Group at Vanderbilt’s Jasper Woodbury.

Jasper Woodbury: Anchoring Science Learning in Authentic Problems

John Bransford was part of the development and testing of an early research-based technology-supported simulation activity, the Jasper Woodbury simulation environment, a series of twelve episodes with a narrative constructed around the simulated daily activities of the protagonist, Jasper (Cognition and Technology Group at Vanderbilt (CTGV), 1992). The series is grounded in anchored instruction where learning is based on situated and cognitive learning theory, resides in problem-rich environments, and allows for learner exploration (CTGV, 1990). Jasper Woodbury was designed to teach mathematics, geometry, and statistics through problem-solving detective-like stories.

Each adventure is built on problem finding, problem solving, reasoning, and communication concepts. The intent was to increase students’ ability to a holistic picture of problems and improve transfer. Problems are designed following standards from the National Council of Teachers of Mathematics (NCTM). The success in this kind of learning lies in “student ownership of the problem” (Jonassen, 2011b, p. 162). The activities provide a means of cognitive partnership, asking students to construct new knowledge and generate their own ideas about how to solve the problem. Its minimal scaffolding requires students to be active participants in the processing of information and each part of the story is cumulative, building new skills upon both the last activity as well as on what students already know. As described by Jonassen (1996), these are key theoretical components of mindtools. The influence of this early, situated learning environment can be seen in both the commercial and academic simulations that followed.

River City: Seeking Solutions Through Simulated Scientific Inquiry

The River City project at Harvard University focused on the development and use of a multi-user virtual environment (MUVE) to aid student learning through problem solving. The project challenged students to explore an imaginary city in the nineteenth century as scientists were seeking a solution to health problems besieging the citizens there. In this simulated constructivist space, learners investigated scientific questions while seeking possible reasons for the citizen’s illnesses (Harvard University, 2004). By locating multiple casual factors such as tacit clues from virtual agents, monitoring water for bacteria, and measuring the number of bugs in the environment, students were able to generate defensible hypotheses regarding underlying causes of the citizen’s illnesses and recommend solutions (Dede, Ketelhut, & Ruess, 2002).

Taiga: A Virtual World Simulation for Collaborative Inquiry

Using the same ActiveWorlds virtual world construction tool as River City, Quest Atlantis’ Taiga simulation similarly was aimed at supporting scientific reasoning (Barab et al., 2007). The simulation was designed to engage students in science inquiry-based learning activities that would help them understand the abstract formalisms that underlie chemical processes and environmental influences such as erosion, farm run-off, and over-fishing. Taiga included multiple tools such as chat, e-mail, and discussion forums to support discourse for active learning experiences with peers at a distance. As with River City, Taiga also contained embedded scaffolds such as fictional characters and signposts, and simulation elements that visually presented problems (Barab, Warren, & Ingram-Goble, 2008). The simulation also included tools to support student experiments. Further, they could organize their knowledge and evidence using tools embedded in the Taiga environment such as word processors and spreadsheets (Barab, Scott, Siyahhan, Goldstone, Ingram-Goble, Zuiker, & Warren, 2009).

Anytown: Literacy through motivated practice

The Anytown environment was developed as a case problem-based learning environment (PBLE) for fourth grade students to improve writing skills (Warren, Barab, & Dondlinger, 2008) within Quest Atlantis. Anytown allowed students to interact with a simulation in which students acted as reporters with a goal of improving their writing skills. Within Anytown, students sought evidence to solve various ill-structured problems, which were framed as mysterious events tied to social and scientific problems with no clear answer. Game characters asked learners to seek out the complex, underlying causes of the events and write about their findings. This challenged learners to view cases as analogous, develop multiple perspectives, rely on prior experiences, and interact with the simulation to support a solution (Jonassen, 2011b).

To depict a more complete view of how Jonassen’s conceptions of mind-tools, constructivist learning environments, and problem-based learning have influenced the design and development of simulations, games, and virtual worlds, we provide two elaborated examples in what follows.

Illuminative examples

We next illustrate the mindtool concepts using two of our own designs. The first is a virtual world simulation, Castro Salvado. The second, Broken Window, involves students playing and designing a transmedia game that simulated aspects of the real world of work.

Example 1: Virtual world simulation: Castro Salvado

As noted earlier, mindtools function as tools to support cognition and conceptual change. In this first illuminative example we explain how the core mindtool elements modeling, coaching, scaffolding, means of assessment, and the support for instructor were in place in a history course and how the elements supported students in their knowledge construction both individually and as a group:


Stories help us negotiate meaning, learn about the past, understand human actions and intentions, create an identity, and understand our experiences in the world.

(Jonassen, 2004, p. 93)



In the chapter introduction, we experienced a scene from a machinima called Castro Salvado, scripted and role-played in the virtual world of Second Life® by higher education history course students. Students studied the Cuban Revolution, its causes and aftereffects. Wakefield, Mills, Warren, Rankin, and Gratch (2012) described how this role play took place using PBL instructional methodology and the learning and teaching as communicative actions theory (Warren & Stein, 2008; Wakefield, Warren & Alsobrook, 2011) as a theoretical framework. Ill-structured problems, inquiry, critical thinking, communicative actions, role play, reflective activities, and mindtools to aid in the cognitive learning process were all part of the learning process.

Initially, students were provided weekly readings in the form of primary and secondary source materials, which were discussed weekly in classroom sessions through constative communicative acts. Facilitated by the instructor, learners shared and refined their knowledge about the Cuban Revolution with a focus on the events leading up to the revolution, the associated problems, and the multi-level international challenges involved. Students were then presented with the ill-structured task of working collaboratively in small groups taking a side for or against the Castro regime producing scripts for short role plays. The expert instructor provided students with feedback and pre-approval of their role play scripts. Setting their scenes with descriptive narrative during a specific time period of the revolution students then started drafting their stories. Stories, Jonassen (2004) noted, are of use “as instructional support systems” (p. 93) and aid learners in problem solving. Student scripts formed the basis for their role play in Second Life®. Coaching by the instructor in this sense took place outside of the virtual world as a critique of students’ scripts, helping learners see what relevant role play realistically could be conducted in the virtual realm.

Modeling

The virtual world of Second Life® allows for elaborate and realistic environment design as well as design of persona models called avatars, that is to say as virtual representations of self or a character of choice. These affordances make the environment well suited for role play. Using a model such as avatar role play and the virtual world as a mindtool helped simulate the actions and reactions of the stakeholders in the real-world historical events contributing to a as close realistic event as possible, also making the experience memorable (Wakefield et al., 2012) (see Figure 5.1).



[image: ]
Figure 5.1 The balcony scene in the Castro Salvado role play.




Scaffolding and Coaching

Having the virtual world environment pre-designed (but according to students’ descriptions) allowed students to focus on their narratives and their avatar designs rather than having to spend time on learning the techniques to construct things in Second Life® which can be intimidating for learners (Warren & Wakefield, 2011) as the learning curve may be steep as with learners unfamiliar with the use of new technology. Having the environment pre-designed thus removed a large obstacle for students, allowing them to “have fun” while also being supported in their role play assignment by a technology specialist. This technology specialist, a more advanced peer from a technology program, provided coaching for students in the virtual world: the help, guidance, and encouragement students needed to be successful. Students customized the appearance of their avatars, playing with the embedded tools to animate their characters and allow them to speak using their voices through the help of connected microphones. They practiced moving their avatars and rehearsed for the role play, and when ready, their play was captured on machinima by the more experienced peer for later classroom viewing and group debriefing.

Assessment

Following Sluijsmans’ and colleagues’ (2001) advice to tie learning and assessment to context, students on this course were challenged to acquire knowledge and understanding not only about specific Latin American historical events, but also about the many interacting systems that were in place during the Cuban Revolution. This helped contribute to a deeper, more holistic picture of ongoing world events. By studying related and interacting systems rather than specifics, learners develop “a more integrated view of the world” (Jonassen, 2006, p. 17). On this course, the instructor’s goal was to increase students’ conceptual understanding and critical thinking of the narrative of the revolution, its causes and consequences. While writing papers may be the more traditional assessment means in a history course, it does not allow for assessment past an individual level of understanding. Mindtools employ learners in critical thinking. However, critical thinking is hard to assess and context specific (Jonassen, 2006).

Jonassen (2004) noted that “[r]eflection is necessary for regulating learning and constructing meaning based on intentions and actions” (p. 137). The constative and dramaturgical communicative actions of the LTCA theory, specifically the constative speech acts which include the exchange of validity claims in search for truth and the dramaturgical communicative actions where students express their intersubjective mutual understandings through such artistic means as virtual role play, function as such reflective activities. They allow for a means to assess what Jonassen (2006) called students’ model construction. Specifically, the classroom constative communicative act of questioning which offers the instructor the opportunity to engage students in discourse by asking questions such as “How should the American presidents have dealt with Castro’s decision to associate with the Russians?,” “How could confrontations have been avoided?,” “Why did the Castro assassinations fail over and over again?” Such questions contribute to position taking and analysis from multiple perspectives and are complex and multi-faceted (Jonassen, 2011a) and foster argumentation. Further, the dramaturgical role play was critiqued and validated through discourse after classroom viewing of the machinimas which provided a means for the instructor to assess student comprehension and cognitive growth. Constative communicative action, as originally described by Habermas (1998), include such discursive activities as sharing learning experiences with the classroom community, revisiting problems, generating hypotheses, providing arguments, and rejecting other’s students’ validity claims, and then generating intersubjective, shared truths.

Support for Instructor

In order to promote learning it is essential to provide students with the freedom to shape their own stories, critically think about historical events, and reflect upon their thinking, their role play stories, and their peers’ stories. The assignment required the instructor to seek out help with technology to be able to implement the role play activity into her lesson plan. Having access to such a support systems, allowed the history instructor to blend in technology and story elements into a lecture course providing students with an opportunity to learn not only through lecture but also through stories, role play, and with mindtools. Jonassen (2006) noted that “[s]tories are the oldest and most natural form of sense making” (p. 18). It is through stories that we “negotiate meaning, learn about the past, understand human actions and intentions, create identity, and understand our experiences of the world” (Jonassen, 2004, p. 93). When coupled with the communicative actions of the LTCA theory and collaborative work, students in this course had the opportunity to tell their stories, view different perspectives and arrive at mutual understanding through discourse.

“Stories are marvelous means of summarizing experiences, of capturing an event and the surrounding context that seems essential. Stories are important cognitive events, for they encapsulate, into one compact package, information, knowledge, context, and emotion” (Norman, 1993, p. 129). Using the immersive virtual world role play as a basis for critical and deep thinking around ill-structured problems, Wakefield et al. (2012) found that students, through their role-playing and classroom discourse, developed a higher-level appreciation and understanding of the multifaceted events occurring during the Cuban revolution by analyzing views for and against Castro’s government.

Example 2. Simulation as game: Broken Window

In our first example, Castro Salvado, the virtual world functioned as mindtool — an intellectual partner — in that students were able to place themselves in the shoes of virtual characters simulating through role play real-world people and creating representations of real-world historical events. Through this experience students were able to create external representations of their internal mental models. Post-play debriefing through constative classroom discourse with peers and instructor — a necessary final step of role play (van Ments, 1983) — further helped students validate their cognition of learned concepts and express their intersubjective understanding.

Our next example is a game that included opportunities for student to interact with accurate, external models, construct their own internal models, and then represent them externally for critique by peers and instructor. This was enabled by a learning game design called Broken Window.

Transmedia Model

The Broken Window design sought to support undergraduates knowledge acquisition and construction on the subject of basic computer applications, Internet tools, and hardware and software structures by leveraging ill-structured problem solving along with game structures as motivating contexts for learning (Warren, 2010a, b; Warren & Dondlinger, 2009). Thus, the design leveraged a distributed transmedia model in which information and scaffolding resources, learning activities, and game play were distributed throughout including Internet tools such as blogs, YouTube videos, Twitter, and virtual worlds. Students crisscrossed various platforms in a transmedia-simulated way, acting as detectives. By distributing resources and challenging students to locate them, follow clues, seek solutions, and externally represent their own mental models, learners encountered multiple problems that would drive play that concurrently engendered the types of cognitive conflict that would drive learning.

Learning and Teaching as Communicative Actions (LTCA)

In order to ensure the transmedia creation supported the educational goals of the project, Broken Window was guided by the pragmatic theory of learning and teaching as communicative actions (LTCA) that claims that human communication towards goals is central to learning (Wakefield, Warren, & Alsobrook., 2011). As such, four particular communicative actions identified by Habermas (1998) are necessary for an educational experience to be sufficiently comprehensive to be viewed as valid: (a) normative communication that specifies the explicit or underlying rules and understandings that govern learner interactions; (b) strategic communication or directives generally made by an instructor; (c) constative communication in which learners engage in argumentation regarding claims to truth or knowledge towards a goal of agreement on valid knowledge; and (d) dramaturgical communications in which learners make claims about their identities through external representations that are open to critique by instructor, peers, or experts. The following were the four learning goals established for the design of Broken Window (Warren, 2010a, (b):

• Normative action: communicate with peers and group towards a goal of understanding norms, roles, and appropriate functioning as a either in class or in the real world.

• Strategic action: communicate effectively in a manner that allows for successfully completing personal objectives.

• Constative action: communicate the validity of their truth claims in a manner that allows for peers and client to accept this validity towards allowing design action.

• Dramaturgical action: communicate through self-expression that allow for others to critique based on elements of individual and group identities that emerge from the communicative process.

Table 5.1 presents the LTCA structures as designed into Broken Window.

To incorporate these communicative actions, the game-based course was designed with two main parts, the first lasting six weeks and the latter taking students through the end of the sixteen-week semester. Learners were immersed in an alternate reality game called Broken Window that was created for students by the instructor and an instructional designer and included intensive interactions and explicit connections between game tasks and learning goals. This alternate reality game included distributed game challenges, tasks, and rewards through a narrative that immersed students in a story that often included not one correct solution (Warren et al., 2011). Students were required to play the game to be successful at reaching the learning objectives.

Structuring the Game

As a contextualized, story-driven game, Broken Window started players in a learning management system (LMS) that included game play and educational resources. It acted as the main portal through which game characters could communicate relevant information and it provided the necessary scaffolds. As the game began, a researcher was kidnapped and the other story characters went into hiding, fearing for their safety. A warning note, signed by a villain, c0d4, was posted (see Figure 5.2). As learners progressed through the game, clues and resources were provided on the course blog and in the LMS by the professors that were in hiding. These clues included still photos with codes and a podcast from the kidnapped researcher.

The resources challenged learners to think more deeply about the bigger picture and challenged them to engage in interdisciplinary inquiry in areas such as scientific thinking, logic, computer security, and forensic analysis. Thus, the game provided learners a space in which to play and experiment



Table 5.1 Learning and teaching as communicative actions in Broken Window
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Figure 5.2 c0d4’s warning to Broken Window players.




with ideas, while still providing, at times, explicit scaffolds (e.g. a description of expected activities within a particular time frame), and at other times scaffolds emerge from social discourses with peers and characters. As students struggled during the game, the instructor scaffolded through the LMS with posts that would, for example, include a short list of helpful hints. The instructor, too, was supported by the formal scaffold of a detailed job aid that explained how to scaffold student learning each week, appropriate means of role-playing characters, and suggestions for dealing with expected student struggles. Further, as the course was taught in several course sections the group of instructors teaching also had regular access to the instructional game designer who would answer questions and update the job aid and even the game space as necessary.

Student interactions in the game provided clues that, combined with students’ critical thinking, helped them generate their own creative, defensible solutions to a problem, with no single correct answer. Table 5.2 provides an


Table 5.2 Broken Window’s mindtool elements

	Mindtool
	Broken Window implementation



	Social support tools
	Online forums, synchronous class meetings, group activities



	Contextual support tools
	The game itself acted as a problem manipulation and representation space



	Information resources
	Embedded in learning management system (LMS) with connections to Internet resources; also, included instructions on using search engines to locate their own resources



	Static and dynamic models
	Broken Window itself acted as a model for the game students would later create and changed dynamically in response to student actions



	Conversation and collaboration tools
	Numerous digital communication tools were used including e-mail, Skype, Twitter, text messaging



	Scaffolding
	Supports and mild directives were embedded in the distributed game components (e.g. LMS itself, entries, interactions with characters and instructor)



	Modeling
	Characters modeled appropriate forms of communication, types of game play; instructor modeled game management; game itself modeled appropriate game format



	Coaching
	The instructor provided coaching support to learners both as herself and as the characters in the game, providing cognitive challenge where needed and scaffolding as necessary



	Assessment
	Learning was assessed using rubrics completed by the instructor, peer students (within and outside of game construction groups), graders that role played particular characters, and the learners completed evaluations of their own participation and work




overview of the characteristics and the elements of Broken Window and how each functioned as a mindtool element.

In the Broken Window instructional model, students were expected to learn not from the game but through their individual and group struggles to generate solutions to the ill-structured problems framed within the game narrative in the give and take of conflict among competing truth claims shared by group members. It is this process that generates shared understandings and it emerges through argument and constructed social agreement: constative communicative acts. As such, they received specific feedback from peers, instructor, and in-game characters that would challenge and help revise their existing knowledge constructions. This course challenged students to solve problems using computer applications, knowledge of computer hardware and software, proper Internet use (i.e. online security, netiquette, Boolean searches, etc.). In addition, the game components required students to learn and use high levels of self-regulation skills such as organization, planning, preparing students for future academic studies, with the long-term curriculum goal of increased retention and lowered drop rates.

If students were successful, they received rewards from the characters or instructor such as exclusive clues and additional resources. However, to truly be successful as learners, an individual, and as a group game play or construction had to meet the expectations of their peers, the game characters, and the instructor. The most successful group at playing the game and developing their own solution to the global problem sought help from a number of different sources. They contacted faculty at several internationally renowned universities, located large numbers of resources not found in the game, and wound up generating a 75-page report detailing how their solution addressed the problem with logical evidence supporting their ideas taken from real data that they analyzed, synthesized, and presented not only in text, but also visually. The game they developed required the players to use the provided data and cross-reference it with real outside sites through Boolean searches, watch short videos by characters that led them towards working on ill-structured problems, and developing their solutions using additional information from fictional wikis, related UN Millennium development goal sites, and other online spaces with necessary information and data. This was all in a fictional narrative that included a good deal of humor, because of the incompetence of the villains that sought to thwart the players. This was a true example of traversing or crisscrossing the Internet in search of answers and using the tools under study to express the knowledge constructed.

Conclusion

David Jonassen has greatly influenced how simulations, games, and virtual worlds are used today in education. While these instruments have become increasingly prevalent in classrooms today, it has been his ideas regarding the use of internal and external models in situated, constructivist learning environments, and the use of mindtools to extend student critical thinking that has provided the pedagogical support for educators. Mindtools provide justification for the implementation of learning games, simulations, and vir-tual worlds as classroom assignments. Such learning spaces help situate learning in ways that aid student learning transfer and supports learner cog-nition in complex settings. As Jonassen’s conception of mindtools has been highly influential in our own work and that of many others, we believe that it will continue to have a major impact in the field on the use of simulations, games, and virtual worlds for learning.
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6 Do You Know the Way to… Web 2.0?

Paul A. Kirschner and Iwan G. J. H. Wopereis

Begin at the Beginning: Some Definitions

Millennials

Marc Prensky (2001) coined the term digital native to refer to a group of young people who have been immersed in technology all their lives, giving them distinct and unique characteristics that set them apart from previous generations. They have sophisticated technical skills and learning preferences for which traditional education is unprepared. He coined the term not based on research into this generation, but rather by rationalizing phenomena that he observed (e.g. he saw kids “surrounded by and using computers, videogames, digital music players, video cams, cell phones, and all the other toys and tools of the digital age” (2001, p. 1) and assumed (a) that they understood what they were doing, (b) that they were using the artifacts effectively and efficiently, and (c) that it’s good to design education where they can do this. Veen and Vrakking (2006) followed suit, introducing the term homo zappiens to refer to a new generation of learners who learn in a significantly different way than their predecessors.

These terms are comparable to others given to a generation that has never known a world without computers, mobile phones and the Internet such as the Net generation (Oblinger & Oblinger, 2005; Tapscott, 1997), Generation I or iGeneration (Rosen, 2007), Google® Generation (Rowlands, Nicholas, Williams, Huntington, Fieldhouse, Gunter, Withey, Jamali, Dobrowolski, & Tenopir 2008), and so forth. The most generic term for this group is possibly the millennial generation, which does not denote a specific age group, but rather a generation characterized by high level use of, and familiarity with, communications, media, and digital technologies. According to Veen and Vrakking (2006), children of this generation develop — on their own and without instruction — the metacognitive skills necessary for enquiry-based, discovery-based, networked, experiential, collaborative, and active learning along with self organization, self-regulation, and problem-solving skills, and who are capable of making their own implicit (i.e. tacit) and explicit knowledge explicit to others.

Unfortunately, research has shown that this information technologysavvy generation really does not exist, at least with respect to learning, learning tools, and mindtools. Margaryan, Littlejohn, and Vojt (2011), for example, reported that university students (i.e. millennials) use a limited range of technologies for learning and socialization: “… the tools these students used were largely established technologies, in particular mobile phones, media player, Google®, and Wikipedia®. The use of handheld computers as well as gaming, social networking sites, blogs and other emergent social technologies was very low” (p. 438). A number of research studies (Bullen, Morgan, Belfer, & Qayyum, 2008; Ebner, Schiefner, & Nagler, 2008; Kennedy, Dalgarno, Gray, Judd, Waycott, Bennett, Maton, Krause, Bishop, Chang, & Churchward, 2007; Kvavik, 2005) in different countries (e.g. Austria, Australia, Canada, Switzerland, the United States) question whether the homo zappiens and/or digital native really exists. These researchers found that university students do not really have deep knowledge of technology, but that this is often limited to basic office suite skills, emailing, text messaging, Facebook® and surfing the Internet. According to Bullen et al., “… it appears they [university students] do not recognize the enhanced functionality of the applications they own and use” (p. 77) and that significant further training in how technology can be used for learning and problem-solving is needed. When used for learning, this was mostly for passive consumption of information (e.g. Wikipedia®) or for downloading lecture notes. A report commissioned by the British library and JISC (Williams and Rowlands, 2007) also overturns the common assumption that the Google generation is the most web-literate. Rowlands et al. (2008) conclude: “… the main findings are that much professional commentary, popular writing and PowerPoint presentations overestimate the impact of ICTs (information and communications technologies) on the young, and that the ubiquitous presence of technology in their lives has not resulted in improved information retrieval, information seeking or evaluation skills” (p. 308).

Related to this, a recent study by Valtonen Pontinen, Kukkonen, Dillon, Väisänen, and Hacklin (2011) under what they called Finnish Net Generation student teachers (i.e. student teachers born in the period 1984–1989) showed “that the technological knowledge of student teachers is not what would be expected for representatives of the Net Generation” (pp.13–14). In the study, they explored the technological pedagogical knowledge which they defined as “an understanding of the benefits and disadvantages of various technologies related to different pedagogical aims and practices” (p. 7). While it was expected that these Net Generation students would be adept at learning through discovery and thinking in a hypertext-like manner (Oblinger & Oblinger, 2005; Prensky, 2001) and that they would be able to transfer those skills to their teaching practices upon entering the teaching profession (Prensky), the results showed, just as those of Margaryan et al. (2011) and Bullen et al. (2008), that the range of software used was very limited and that, for example, social media was used as a passive source of information, not to actively create content, interact with others, and share resources. Valtonen et al. (2011) conclude that the expectations and assumptions about this group of “student teachers’ abilities to adopt and adapt ICT in their teaching are highly questionable” (p. 1).

Mindtools

According to David Jonassen (2000) mindtools are “computer-based tools and learning environments that have been adapted or developed to function as intellectual partners with the learner in order to engage and facilitate critical thinking and higher order learning” (p. 9).

Learners constantly use applications such as databases, spreadsheets, search engines, visualization tools, and conversation environments which have been developed both as aids in the execution of work and to make users more productive. These tools are called productivity tools. When used as a mindtool, databases — for example — can help learners integrate and interrelate discrete bits of content, making them both more meaningful and more memorable. Building a database requires learners to organize information by identifying relevant content dimensions. In using a spreadsheet, learners can design, use, and fill in values and formulas requiring them to use existing rules and generate new rules to describe relationships and organize information, thus engaging critical thinking, forcing them to think more deeply (Blignaut, 1999; Jonassen & Carr, 2000). In this situation such applications have also been referred to as cognitive technologies (Pea, 1985), technologies of the mind (Salomon, Perkins, & Globerson, 1991), cognitive tools (Jonassen & Reeves, 1996; Lajoie, 2000) or tools for thinking/tool[s] for thoughts (Williamson Shaffer, 2009).

We broaden the scope in this chapter to include the facilitation of work by knowledge workers such as teachers and aspirant teachers. Since critical thinking and higher order learning also are necessary in their work, mindtools are also intellectual partners with these professionals whose working and learning are intertwined. Teachers must continuously develop themselves and learn and mindtools can play an important role in this learning process. Teachers and aspirant teachers must learn how to use mindtools, both as a means to encourage constructive learning in the classroom and as a tool for their own professional growth.

Web 2.0

Since its introduction in the early 1990s, the World Wide Web or “web” has developed from a static set of reference pages into a dynamic programming and application hosting environment. Terms like “Web 1.0” (Cormode & Krishnamurthy, 2008), “Web 1.5” (Dron & Anderson, 2009), “Web 2.0” (O’Reilly, 2007), “Web 3.0” (Morris, 2011) and “Web Squared” (O’Reilly & Battelle, 2009) underline the progressive nature of the evolving Web, even suggesting some kind of evolutionary stage model. Although there is a lot of criticism of this “software versioning” way of denoting Web development (since its inception, the Web has not been updated in a technological sense), we cannot neglect this terminology, simply because of its widespread use in all kinds of information and communication sources. A traditional Google search on the aforementioned terms performed on January 10, 2012, for instance yielded approximately 3,060,000 (Web 1.0), 766,000 (Web 1.5), 117,000,000 (Web 2.0), 4,500,000 (Web 3.0), and 120,000 (Web Squared) hits respectively. Based on these results it is obvious that the contemporary world is essentially dealing with second generation Web tools and applications. It is the crowd that talks the talk; we will walk the walk and describe the second generation technologies in the context of learning and professional development.

According to Wikipedia®, the term Web 2.0 is “associated with web applications that facilitate participatory information sharing, interoperability, user-centered design, and collaboration on the World Wide Web.” It is often referred to as “read/write Web” for so-called “prosumers” (producerconsumers) to emphasize easy-to-use services regarding the creation and publication of content on the Web (as opposed to the preceding read-only Web for consumers; cf. Greenhow, Robelia, & Hughes, 2009). Also the term “social Web” is frequently linked to Web 2.0 as it stresses the opportunities to co-create and share knowledge and meaning with others in a social way (Boulos & Wheeler, 2007; Kim, Jeong, & Lee, 2010).

Dede (2009) analyzed the proliferating collection of Web 2.0 applications with respect to purpose, resulting in a three-group classification. He distinguishes between applications for:

(a) sharing, including applications for communal bookmarking, photo and video sharing, social networking, and writers‘ workshops and fan fiction;

(b) thinking, including applications like weblogs, podcasts, and online discussion forums; and

(c) co-creating, including applications like wikis and collaborative file creation, mash-ups and collective media creation, and collaborative social change communities.

According to Dede, this categorization by purpose can be helpful for assessing the differential utility of applications in formal learning contexts and beyond. This is necessary, since education is struggling with the implementation of Web 2.0 technologies in the classroom. Ravenscroft (2009) for instance signifies an interesting paradox, “levering around the notion that we are trying to incorporate the open, opportunistic and radical into a set of broader practices that are highly structured, time-constrained and quite traditional” (p. 2).

For Web 2.0 to be successful in education, traditional views on pedagogy must change (Brown, 2012). Some believe that Web 2.0 drives a desired paradigm shift in pedagogy necessary for riding the wave of technological and societal change (Brown, 2012). The term “Pedagogy 2.0” (McLoughlin & Lee, 2008) points to serious efforts to enhance learning with new technologies. Examples provided by aforementioned scholars make clear that Web 2.0 technologies affording interconnectivity, content creation and remixing, and interactivity can be successful on condition that learners are not left to their own devices (Kirschner, Sweller, & Clarke, 2006). Thus, for educators it will be a challenge to fully embrace Web 2.0 philosophies like openness, collective intelligence, and transparency. The least one can do is to design adequate support for learning (cf. Jonassen, 1999) and additionally focus on the development of new literacies that feature terms like “digital, pluralized, hybridized, intertextual, immediate, spontaneous, abbreviated, informal, collaborative, productive, interactive, hyperlinked, dialogic, and linguistically diverse” (Mills, 2010, p. 255).

Characteristics of Mindtools

David Jonassen (2000) distinguished five characteristics of mindtools. Perhaps a better term is affordances of mindtools; the perceived properties of a thing in reference to a user that influences how it is used (Kirschner, 2002). Originally proposed by James Gibson in 1977 (and refined in 1979), an affordance refers to the relationship between an object’s physical properties (artifacts) and the characteristics of an agent (user) that enables particular interactions between agent and object. Affordances, thus offer the user opportunities to do something; whether the opportunity is seized depends on the user.

First, mindtools afford cognitive amplification and reorganization allowing the user to exceed the limitations of the human mind by doing things more accurately and at a higher speed. Engelbart (1962) spoke of augmenting human intellect:


Increasing the capability of a man [sic] to approach a complex problem situation, to gain comprehension to suit his particular needs, and to derive solutions to problems. Increased capability in this respect is taken to mean a mixture of the following: more-rapid comprehension, better comprehension, the possibility of gaining a useful degree of comprehension in a situation that previously was too complex, speedier solutions, better solutions, and the possibility of finding solutions to problems that before seemed insolvable.

(Engelbart, 1962, p. 1)



Using the term “intelligence amplification,” Kirschner and Wopereis (2003) described this as the humans and machines working together to do things neither could do alone. It does not make things easier, but rather makes things possible.

Second, mindtools are generalizable and can be used in various settings and domains to engage and facilitate cognitive processing. They are not specific to any one purpose nor do they reduce information processing. They do not make processing easier, but afford it/allow it to occur. This also means that users have to think harder since to think more deeply costs more effort.

Third, mindtools can afford critical thinking, helping users think for themselves, make new connections between concepts, and create new knowledge. This is similar to what Crombag, Chang, Drift, and Moonen, (1979) referred to as carrying out operations on knowledge as opposed to operations with knowledge.

Mindtools are also intellectual partners in the learning of working process. As such, they are responsible for that which they can perform best. Computers should calculate and store and retrieve information, while the user of the tool should be responsible for recognizing and judging patterns of information and its organization.

Finally, a mindtool is a concept. It is a way of thinking about and using ICT, other technology, the learning environment, or intentional and incidental learning activity/opportunity (constructivist in nature) so that the users of these tools can represent, manipulate, and reflect on what they know instead of reproducing what others tell them.

The distinction between productivity tools and mindtools is comparable to Salomon’s (1995) distinction between effects with technology and effects of technology. Effects with technology and/or tools relate to what happens while one is engaged in working with ICT and/or while she/he is busy with the tools. An example of effects with technology can be seen as the changed quality of problem analysis and solution as a result of either working with a group decision support system with others or that a specific project is delivered on time because of the use of project planning software. They are shortterm changes induced by and/or effects of the technology or technology tool. Effects of technology and/or technology-tools on the other hand are those longer lasting changes that are a result of working with technology or are the result of having made use of the tools. An example of the effect of technology could be the skill of asking more exact and explicit questions because of the experiences working with the group decision support system. An effect of the planning software could be that the person becomes better able to plan and execute a project (i.e. that she/he plans and works more effectively and efficiently at a later date and without the tool) due to earlier use of and experience with the project planning software. Salomon argues that education should emphasize attaining effects of and not just effects with tools.

Used as productivity tools, we speak of the effects obtained with a program or application. Used as a mindtool, we speak of the effects of the program or application.

Teacher Communities of Practice

Teaching is a strange profession for a number of reasons. First, though the teaching profession is dedicated to education and learning, it strangely enough does not have a universal policy of continuing certification. Once you have become a teacher and receive your permanent certification, you no longer need to recertify. Second, though the profession itself is segmented into natural communities (e.g. school districts, schools, school types and levels, subject areas, and so forth) teachers tend to work in a solitary way (e.g. each teacher rules her or his little kingdom). Finally, they are possibly the only knowledge professionals who do not have their own personal space at their place of work. They share their classrooms with their pupils, often do not have their own desk with a computer, and lack the “down time” in the course of the working day (i.e. their “free time” during the day is usually filled with administrative or other school-related duties). There is, however, a mindtool that may help here: the community of practice (CoP).

Many people might not think of a CoP as a mindtool, but CoPs actually conform to all of the characteristics. First, a CoP affords cognitive amplification and reorganization in that the sum of its participants far exceeds the limitations of a single human mind. Second, CoPs are generalizable. A CoP can be set up and used in many settings and is not domain specific (e.g. anywhere from baking to ADHD to quantum astrophysics) to engage and facilitate cognitive processing. CoPs also can afford critical thinking in that they can help users think for themselves, make new connections between concepts, and create new knowledge. CoPs can also be considered to be intellectual partners in the learning of working process. Persons in CoPs assume different roles in different situations (as one moment a student teacher can be a learner and at another moment can advise another) with participants taking responsibility for that which they can perform best. Finally, a CoP is a concept. It is a way of thinking about and using the knowledge and experience of others so that members of the CoP can represent, manipulate, and reflect on what they know and not just reproduce what others say.

Communities of practice are groups of people who share similar goals and interests (CoVis). In pursuit of these goals and interests, they make use of common practices, use the same tools and express themselves in a common language. Through such common activity, they come to hold similar beliefs and value systems. Teachers belong to a large community of practice (the worldwide community of teachers) and almost always to one or more sub-communities such as the community of teachers in Iowa or the Netherlands, the community of science teachers, the community of elementary school teachers, the community of special educators or even the community of teacher educators.

According to CoVis (adapted from Lave & Wenger, 1991; Edelson, Pea, & Gomez, 1996):


[P]art of belonging to a community of practice is being aware of the range of goals and beliefs held, as well as techniques used, by community members at large. Some of these will be part of the practice and belief system of a large number of the community members. Some will belong to a minority of the membership, or “fringe” groups. Awareness of the community debates and contentions is as important a part of community membership as awareness of what is common to most, or all. It is not unusual in some communities for such debates and contentions to be a key component of what drives community activity and the evolution of that activity over time.

(CoVis, 2002, p. 4)



Schaap, de Bruijn, van der Schaaf, and Kirschner (2009) refer, in this respect, to the individual development of a Personal Professional Theory of the profession and note that this needs to be tuned to the Group Professional Theory. In this, communication and conversation with other members of the community and its sub-communities is of the utmost importance.

According to Barnett (2002), network-based technologies have had an impact on teachers’ professional development in that it has reduced teacher isolation, has supported sharing, and has fostered reflection on practice. To this end, it has influenced actual practice and played a role in the creation of a CoP. These technologies allow pre-service and novice teachers to access a distributed expertise from more experienced teachers, teacher trainers and university faculties. In a CoP, network-based technologies can make sustained support available to these teachers, even after they themselves have become experienced teachers (i.e. in a CoP there are no general experts; each participant can be a learner in one situation and an expert in another). They allow teachers to share teaching experiences and techniques with others, get feedback so that they can modify their actions, methods and curricula, and hear of, and learn from, the experiences of others, and learn of new techniques (e.g. strong points, weak points, and implementation problems). Such interaction, according to Schlager, Fusco, and Schank (1999), can play a key role in innovating education.

In the following section we will present the role of conversation tools in these communities and illustrate how this can be learnt based upon examples of good practice in teacher training.

Conversation Tools as Mindtools

Conversation tools encourage and support discussion and discourse, allowing meaningful conversations that can lead to knowledge co-construction. These tools can be synchronous (communication with others within the community at the same time and in real-time as in Skype® or a chat tool such as MSN Messenger®) or asynchronous (communication with others within a community at different times as in e-mail or a discussion board). The first category allows people to share information (different types of data, thoughts, ideas, et cetera) with each other, process it, and discuss it at the same time. Asynchronous communication involves delayed communication where only one person can communicate at any one time and there can be a considerable delay between communications of the different users. Jonassen (2000) distinguished three types of asynchronous conferencing:

• one-to-one communication as in e-mail (though e-mail also allows for one-to-many communication),

• one-to-many communication as in bulletin boards (special-purpose computer programs that enable individuals to post messages to a bulletin board or read messages and copy them to a computer), and

• many-to-many communication as in computer conferences (asynchronous discussions, debates, and collaborative efforts among a group of people who share an interest in the topic).

Conversation tools can support communities or networks for the professional development of (aspirant) teachers. These communities for the professional development of teachers can differ with respect to a number of variables and these differences will manifest themselves in the use of different types of conversation tools. Three major differences are: the size of a community, the setting where the community operates and the composition of a community. Biology teachers, for example, who want to make use of mindtools in their teaching may form a special-interest discussion group in a news group. These teachers can be regarded to be a relatively small homogenous discourse community. This same topic (mindtool use in biology) may also be the subject of discourse in a learning community with aspiring biology teachers (i.e. student teachers), teacher educators, and experienced biology teachers. In such a community, the group is larger and also heterogeneous with respect to both expertise and domain of professional specialization. Size and heterogeneity could be further increased when domain experts (e.g. biologists, biomedical researchers, members of allied fields, et cetera) are added to the community of practice where biology is binding factor.

An example of a widely used and mature community of practice that makes use of network-based technologies is La Main à la Pâte (Hands-on Work), in which a community of practice for science teachers is formed throughout France (see Figure 6.1). This community won the 2001 eSchola prize for best initiative for teachers.
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Figure 6.1 Opening page of La Main à la Pâte (http://www.lamap.fr/).





Initiated in 1996 by Georges Charpak, Nobel prize winner for physics in 1992, this community is managed by the French Academy of Science. It is based on teachers networking their skills to create effective synergy with external actors, inspectors and educational advisers, College of Education Training Staff, teaching specialists in science and other subjects, scientists, researchers, engineers, students from science universities or from the national colleges, and parents. In April 1998, an Internet site was opened offering teachers an information section on the structure and history of the project, a resource section containing class activities, scientific documents, and educational documents, and an exchange section with access to training and scientist networks, to (sub)sites of the La main à la Pâte network, and to archives of a distribution list.

The networks are set up to foster exchange and cooperation between the different actors involved in the teaching of science, inter-teachers dialogue, and teacher-teacher assistance. Two important networks within the exchange section are the scientific consultant network and the teaching specialist network. Dialogue within these networks is achieved through asynchronous, built-in conversation tools with the results classified by both topic and resource-form. The scientific consultant network is a constantly expanding network made up of researchers and engineers who are willing to help (i.e. act as a resource or sounding board) teachers. They, in their own area of competence, reply to science-related queries by teachers preparing or implementing an activity. Replies are generally received within 48 hours. The teaching specialist network is made up of trainers and researchers skilled in the teaching of an academic subject (i.e. the pedagogical content knowledge of a certain area). These community members aid teachers to solve those problems encountered when preparing or conducting science activities.

Weblogs as Mindtools

A weblog or “blog” is a frequently updated personal website with dated entries displayed in reverse chronological order (i.e. newest/most recent first). Such entries or “posts” can easily be commented on, offering opportunities for discussion and feedback. As a weblog “grows,” older posts and accompanying comments gradually disappear from the main page into an archive. Access to this archive is guaranteed, since each post has a unique resource locator called a “permalink.” In addition, tags (i.e. non-hierarchical keywords or terms given to a piece of information that makes them easier to find) can be added to posts, aiding categorization and retrieval of content. Both weblog readers and writers (bloggers) can easily search through this (categorized) content by means of hyperlink navigation and keyword search. Further, when readers make use of web syndication technology (e.g. RSS: Really Simple Syndication), they are notified when weblogs are updated, allowing both knowledge of and adequate responses to new content.

The aforementioned functionalities, combined with technological features that enable tool ownership and user-friendliness, make weblogs popular tools for recording, sharing, and discussing information. Although not as trendy as in the previous decade, weblogs can still be regarded as mainstream Web 2.0 tools. On January 11, 2012 BlogPulse Stats identified 182,297,340 weblogs world-wide, including 100,897 new weblogs that had been established in the preceding 24 hours. Based on its popularity as a leisure tool, it is not surprising that educators consider implementing weblogs in formal education. Luehmann (2008) identified several affordances of weblogs for formal learning. According to her, weblogs (a) allow for selfdirection, (b) provide rich opportunities for reflection and meta-cognition, (c) invite perspective making and taking through interacting with an audience, (d) allow for knowledge brokering, and (e) support identity development. These affordances strongly relate to the results of a literature review on weblog use in higher education conducted by Sim and Hew (2010). They identified six uses of weblogs from which instances can come across concurrently in a single weblog. They found that weblogs were mainly employed as:

(a) learning journals or knowledge logs for gathering relevant information and ideas pertained to specific topics;

(b) tools for recording personal and everyday life;

(c) tools for expressing emotions or feelings;

(d) instruments to interact or communicate with fellow students or teacher;

(e) tools for (formative) assessment of learning; and

(f) tools for task management.

We consider weblogs to be mindtools, especially when they are used as learning journals or knowledge logs. Although not mentioned as such in the work of Jonassen (1996, 2000, 2006), we are of the opinion that weblogs can be regarded intellectual partners that facilitate critical thinking and higher order learning (see also Boulos, Maramba, & Wheeler, 2006). Weblogs defined as mindtools include collections of posts and comments that reflect someone’s history of learning. Weblog users can act on this content, discuss it, reflect on it, and compare it with other (expert) knowledge in order to continue learning. In other words, they can be used as/are tools to allow teachers either to be, or become, reflective practitioners. The effect of these activities will be enhanced when weblogs are situated in a larger community where the “wisdom of the crowd”, and/or — even better — the “wisdom of experts” can be tapped. In his latest book on mindtools, Jonassen (2006) emphasizes that they should focus on the process of conceptual change, a mechanism underlying meaningful learning. According to him “[o]ne of the most powerful strategies that support meaningful learning is learners constructing models of what they are learning” (p. xiv). The kinds of phenomena that can be modeled using different modeling tools are (a) domain knowledge, (b) systems, (c) problems, (d) experiences, and (e) thinking (Jonassen, 2000; 2006). Weblogs are well-suited instruments for modeling experiences (i.e. for capturing, indexing, and making stories and experiences available for reflection on and enhancement of by others). The next example which stems from the domain of teacher education explains why.

In the teacher training domain, a growing number of studies address the added value of weblog use for learning. These studies cover both weblog use in initial education (e.g. Granberg, 2010; Shoffner, 2009; Top, Yukselturk, & Inan, 2010) and subsequent professional development (e.g. Killeavy & Moloney, 2010; Luehmann, 2008). We present a project here where three groups of student teachers used weblogs for reflective practice during their apprenticeship — student-teaching — period (Wopereis, Sloep, & Poortman, 2010). Within each group, weblogs of student teachers and teacher trainers were connected to each other by means of hyperlinks and web syndication, creating a blog community. In order to promote ownership, customization features were offered to the students. Two other important features of each weblog were the possibility for students to protect each reflection contribution with a password and the option to categorize each post.

During the project, student teachers were asked to reflect on their actions in the classroom and provide feedback to their fellows. In order to aid
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Figure 6.2 Weblogs as instruments for reflection on action (http://www.reflectieblogs.info).





reflective storytelling, the student teachers were asked to post structured entries. These structured posts mirrored the phases of the ALACT-model for reflective practice of Korthagen (1999); Action; Looking back on the action; Awareness of essential aspects; Creating alternative methods of action; Trial). By means of structured writing, student teachers were forced to better focus on learning-specific teacher knowledge in a cyclic manner (see Mishra & Koehler, 2006 for an in-depth analysis of types of teacher knowledge). It was hypothesized that when student teachers record their reflections on action in a consistent and structured way, this would result in deeper reflection and consequently to more and more meaningful conceptual change. The student teachers capitalized on the possibility to read the feedback on their posts as well as to read the other student teachers’ weblogs (Boud, 1999). Seeing and thinking about multiple solutions for problems enriched the developing teaching knowledge base of the student teachers (Lin, Hmelo, Kinzer, & Secules. 1999).

Dede (2009) classified weblogs as Web 2.0 applications for thinking. We see them as mindtools as well, provided the content is recorded in a well-structured way and that there is ample opportunity to interact with it. Multiple perspectives on the content, obtained by reading and discussing feedback, as well as the availability of experts may further help achieve conceptual change, the cornerstone of meaningful learning and a necessity for teachers in these quickly changing times.

Conclusion

Teacher education (i.e. pre-service teacher training and education) should not have as its goal the transmission of subject matter knowledge, pedagogical content knowledge and the current set of teaching tools to a new generation of teacher for the rest of their careers. The goal of in-service teacher education and training should not be simply the transmission of new knowledge either in the teacher’s subject-matter domain or as how to training in the use of new technologies. The goal of both of these forms of teacher education should be, at the very least, the gaining/acquisition of those competencies which allow student teachers and in-service teachers to become and remain teachers who are reflective of the decisions that they make and who are able to interact with their ever-changing environments in a meaningful and responsive way. This means that they need to become competent life-long learners. Things are moving and changing too quickly, and life is becoming so complex, that courses cannot be made quickly enough and in great enough numbers to meet this need and many teachers will struggle to follow all of these courses.

Communities of Practice (CoPs) and weblogs can be the mindtools that can alleviate this problem. These are examples of good practice (we have presented two), but they are sparse and in the early stages of development and use. Teachers are still busy trying to obtain the necessary instrumental skills and schools still see information and communication technologies as productivity tools. The key is not initial education and continuing education at universities and teacher colleges. It is rather continuous (and ubiquitous) learning in communities of practice (including communities of interest and communities of expertise) and weblogs in and between schools, at teacher-training institutions, and in society in general. CoPs and blogs as mindtools can be the key needed to unlock a bright future.
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7 Virtual Gaming and Learning Environments as Experience-Tools for Learning Through Problem Solving

James M. Laffey , Matthew Schmidt , and Krista Galyen

Introduction to Virtual Experiential Learning: Our Focus and Perspective

The purpose of this chapter is to consider an extension of the mindtools paradigm to include the potential of three-dimensional virtual environments (3D VE). Virtualization of experience makes it possible to envision technology-based learning extending beyond augmenting cognition to also being social, embodied, and even playful.

It is a fool’s errand to try to rigidly categorize educational technology. Technologies that were not designed for education can be used in teaching, and learning scenarios and educational technology can be applied in a variety of ways, suggesting that it is usage rather than design that defines educational technology. David Jonassen (1996, 2000) and other leaders in educational technology (Blumenfeld, Soloway, Marx, Krajcik, Guzdial, & Palincsar, 1991; Krajcik, Blumenfeld, Marx, Bass, Fredricks, & Soloway,1998; Pea, 1993; Perkins, 1993) used this insight to develop a framework for educational technology called mindtools. The mindtools framework allowed educators to move beyond seeing computers as simple tutors for computer-assisted instruction (CAI) to viewing the use of computers as part of a process to enable and augment desired cognitive practices. Spreadsheets, databases, semantic networks, and simple micro-worlds can be used for collecting/ accessing, organizing, representing and analyzing data to address meaningful problems; these activities fit the constructivist model of instruction.

Another aspect of educational technology that makes categorization a fool’s errand is that the rapid advancement of technology enables new possibilities and makes what was once esoteric now commonplace. In the 1980s and 1990s, when the mindtools framework was being developed, the usage paradigm was of a student sitting at a computer using a standalone application such as CAI or a spreadsheet. Today’s paradigm includes a multiplicity of devices and interfaces from mobile handheld devices to immersive 3D VE, all of which may come with a high degree of connectivity to other people and resources around the world and which are likely part of a set of multitasking activities. While usage still defines educational technology, we must also address this onrush and the inevitability of new technological capabilities leading to new educational technology possibilities. Newer capabilities include higher bandwidth and nearly ubiquitous networking, which allows students to be connected with others and with resources in ways that are dramatically changing the computing experience. The new capabilities also include increased processing capabilities relentlessly delivered in smaller and cheaper forms. These processing advancements make it possible to envision virtualization of experience through creating computer models of real and realistic contexts that provide a sense of presence and immersion.

Given these new capabilities for virtualization, we see 3D VE as extending the role of technology in learning through problem solving (i.e. mindtools) by creating immersive contexts. Envisioning the potential of 3D VE for learning is especially important for our work and our view of further development in educational technology. Our interests are in distance learning (DL) which is increasingly an option for students, parents and schools. Based on a national survey of school district administrators, the Sloan Consortium estimates that over 1 million K-12 students were engaged in online learning in the 2007–2008 school year (Picciano & Seaman, 2008). This number represents a 47 percent increase from 2005–2006. Using data from the 2009–2010 school year the International Association for K-12 Online (Wicks, 2010) reports that 1.5 million K-12 students are learning online (another 50 percent increase). The range of students opting for online learning spans all communities and includes those seeking Advanced Placement (AP) courses, those with special needs, those choosing home schooling, those needing credit recovery and those who for some reason do not fit well in traditional school settings. The seventh annual Keeping Pace Report (Watson, Murin, Vashaw, Gemin, & Rapp 2010) notes that, in 2010, 48 states supported significant DL opportunities for students and estimated that about 50 percent of all school districts are operating or planning DL or blended programs. Our focus is primarily on K-12; however, in higher education the trends toward DL are even further along.

Hypothetically, technology-mediated DL can be superior to the one-teacher-to-many students model that is typical in American classrooms, but in practice this is rarely so. Distance learning is limited by having course management systems (CMS) as the primary technology and by having pedagogical stances based on providing access to content and oversight of course processes, such as ensuring that students contribute to discussion boards and upload work to drop boxes. Our vision of the future of DL includes a broad range of CMS, mobile and virtual learning technologies and multiple pedagogical approaches. We envision 3D VE and complementary pedagogical approaches as powerful tools in the DL repertoire to provide active and meaningful learning experiences that are social, embodied and playful.

Opportunities for Virtual Experiential Learning

Following a constructivist view of learning, the protagonists of mindtools believe that learning experiences needed to be both active and meaningful. By placing both the learning objectives and the learning process in the context of a problem to be solved, the early visionaries provided the motivation for students to seek and use information to solve a problem, thus building their conceptualization of the problem space through both engaged practice and trial and error. Computers served as scaffolding to make trials more palatable (e.g. changing a few numbers in a spreadsheet versus starting your work all over again) and in representing data in ways that were easier to fit to the problem and stimuli for further thinking (e.g. seeing a trend line on a graph or seeing the results of a simulation). Clever educators completed the pedagogy of these mindtools opportunities by creating a social context for students, such as having them work in teams in the classroom or setting up opportunities to share and compare results and lessons learned (Blumenfeld et al., 1991; Brown, Collins, & Duguid, 1989; Collins, Brown, & Newman, 1989; Resnick, 1987; Scardamalia & Bereiter, 1993). These same educators also looked for ways to embody the problem space by having students collect data (such as collecting water samples or clocking the speeds of toy cars rolling down an incline) and create representations of the data. These mindtools educators integrated the social and embodied opportunities that could be managed in the classroom with the cognitive experiences of data which were augmented by the use of technology to create rich constructivist learning experiences. Unfortunately, while the conceptual framework for mindtools makes a great deal of sense, has many great examples, and is no doubt being used by many educators, the potential of educational technology to support constructivist teaching and learning is still largely untapped and its potential to support constructivist learning in DL is just beginning.

The extension that we propose to mindtools is to consider how a 3D VE can be used to support the social nature of learning, to provide embodiment in the learning process, and to do so in ways that are engaging and playful for learners. When we say playful we hearken back to Malone’s theory (Malone, 1980) of intrinsically motivating instruction to include challenge, fantasy and curiosity. Fantasy does not simply mean fairytales, but rather draws from Piaget’s explanation that play is a release from the demands of external reality. For example, failing at a task is not much of a problem when you can simply restart and try again. We believe this extension of mindtools to 3D VE is necessary to carry the mindtools paradigm forward for DL; this will also augment a teacher’s capabilities to support mindtools in classrooms. We call this extension “experience-tools” because, while the use of tools is still envisioned as supporting cognitive functioning, the tools are also seen as supporting other aspects of the learning experience includ-ing social and embodiment.

The Social Nature of Learning

Since the beginning of technology-mediated DL, educators have been concerned about how it changes the social nature of learning and often diminishes social ability in learning (Laffey, Lin, & Lin, 2006). These concerns follow from the belief that social practices between teachers and students and among students (such as dialog, modeling, navigation) are fundamental to classroom learning and are constrained in typical DL. While there are many forms of 3D virtual gaming and learning systems, most systems offer support for key social practices and how they are experienced. In this brief review we will discuss support for conversations, identity and co-presence as key elements of the social nature of learning.

Most 3D virtual gaming and learning systems enable synchronous conversations among participants. While in the past the main conversation tool was typically text chat (due to bandwidth issues for supporting voice chat) modern gaming systems (e.g. Playstation 3 and Xbox 360) and virtual world platforms (e.g. Open Wonderland and Second Life) can offer immersive audio features including distance attenuation to give a sense of physical distance of speakers mimicking real world conversations. 3D VE also enable the control of one’s avatar (e.g. making gestures for greetings or moving closer to a speaker to signify interest). While not common in current 3D VE, some investigators are testing the impacts of including facial expressions in 3D interaction (Fabri, Elouski, & Moore, 2007). Early research results show a benefit to engagement and satisfaction of gestures and facial expressions from avatars, especially as the length of communication grows (Rigas & Gazepidis, 2009; Theonas, Hobbs, & Rigas, 2008).

Students‘ identities — how they perceive themselves in a context or community — impact how and what they learn (Brown et al., 1989; Wenger, 1998). Wortham (2006) presented compelling case reports showing that social identity and academic learning co-develop and also showing how social identity is used by students to shape their experiences in the curriculum and by others to tacitly shape how the curriculum is provided. Wenger (1998) placed identity as a key function in his social theory of learning by showing that identity is both an outcome of learning practice (we see ourselves and are seen by others as having new forms of participation and contribution as we progress on a learning trajectory) and a part of how we practice (membership and accountability define how we participate and contribute in a community). Thus, how a learning environment supports the representation, sharing and development of identity shapes how it fosters social interaction and dialog. This point is analogous to Dourish’s (2001) commentary on the importance of designing interactive systems to support social computing. In a typical CMS, identity representation, sharing and development is done by construction of, or interaction with, artifacts, such as creating profiles or the ways participants present themselves in their discussion forum posts. Thus, there is a growing body of thought and some research findings to support attending to student identity (and probably teacher identity as well) in a learning experience as an important driver of what is to be learned.

Identity representation in 3D games and learning environments can be much more direct and dynamic than in CMS. Avatars can be designed (selected) to mirror the identity the participant wishes to project. In a play on the classic parody of early Internet use involving two dogs at a computer, one says to the other: “On the Internet, nobody knows you’re a dog.” For a 3D VE parody, the script could read “On the Internet, you can be a dog.” In Gee’s (2007) classic book on what video games have to teach us about learning and literacy he describes taking the role of Bead Bead (a female elf) which provides him with an ability to play with alternative capabilities and perspectives and shows how taking on, and playing with, identities can shape both experience and learning. Gee’s account also shows how powerful the avatar representation can be in shaping the player’s view of what he or she is doing and why. While the use of avatars for presenting one’s self in 3D VE can be good or inappropriate, supporting or inhibiting learning, the plasticity and dynamism of avatars in 3D VE provides rich potential for identity representation, sharing and development.

Co-presence refers to a sense of being with others. In a shared 3D VE participants not only have a sense of being there, but can also experience being there together. In addition to the sense of representing one’s identity that a participant can achieve via the use of an avatar, being engaged with the avatars of others provides a sense of sharing an experience with a teacher or with peers, which can in turn be cooperative or competitive. This sense of togetherness in a 3D VE may not be as multifaceted as a face-to-face personal encounter, but it offers the potential for dynamic channels of communication, joint availability of materials and the sense of occupying a shared space for DL. Findings (Schroeder, 2002, 2006) about the role of technology in supporting copresence suggest that the more immersive the environment the more participants focus on navigation and manipulating objects and the less immersive the more the participants focus on verbal or textual communication. The key functions of a 3D VE that support copresence are avatars, audio, visible co-activity, occupying the same space and a sense of distance or proximity to others. While video or audio conferencing offers a robust communication channel, the advantage of 3D VE is to be able to act on materials and do things together with a teacher or peers.

Embodiment in Learning

Dourish (2001) characterizes embodiment as the common and familiar way we encounter physical and social reality in the real world; it means possessing and acting through a physical manifestation in the world. In a sense embodiment in learning means that the way our body is a part of an experience with a phenomena impacts how we understand that phenomena and how we will be able to use those understandings. As Dourish notes we find the world meaningful based on how we act within it. The notion of embodiment has two manifestations in 3D VE. The first is that a 3D VE experience mediated by an avatar can be more richly embodied than simply reading a passage, looking at a picture or watching a video. For example, if a student is studying the operations of the human heart, we can contrast the experience of watching a video with that of 3D VE engagement. The video includes watching a beating heart and being guided through, or using mouse clicks to interactively choose animated cut outs of the heart for closer inspection. The 3D VE experience includes having the beating heart present in the same space as your avatar and the need to guide your avatar as it walks around the heart for different views. The avatar can also touch parts of the heart for more detailed inspection as well as walking through the heart to get a sense of volume and other physical dimensions. The second manifestation is that 3D VE can take us and our avatars places that are not physically feasible. The example of walking around the human heart or visiting a nuclear plant and inspecting the fuel rods come to mind as examples. Winn (2003) provides another example and a detailed description of connecting the brain to body and to the environment in hard to do ways by describing how a 3D VE allows students to explore how water moves in a virtual Puget Sound.

3D VE such as the Puget Sound example have the potential to tightly couple a student to an interesting environment such that actions of the student impact the environment and actions of the environment impact the student. Winn argues that this coupling can lead to affective as well as cognitive affects and can be directly related to the amount that students learn (Winn, Windschitl, & Hedley 2001; Winn, Windschitl, Fruland, & Lee, 2002). There is still a lot to learn about embodied learning and the role of 3D VE representations as embodiment. Earlier we used the expression ‘more richly embodied’ to compare 3D VE with other modes of encountering subject matter so as to convey the increased potential for a sense of embodiment, but it is probably more precise to call these instances differently embodied. Even though there is much to learn about how 3D VE serves embodiment in learning, the core point of this section is that 3D VE provides a variety of affordances for how we perceive and relate to phenomena in learning contexts and that these affordances can be used to build meaning for students in new and powerful ways. Some of the key affordances are:

• presence as represented by your avatar in the learning space;

• location in the space;

• availability of and proximity to materials and others in the space;

• visibility of activity being undertaken; and

• status which can be indicated by completion of tasks or changes in the avatar.

Playfulness in Learning

Playfulness is a characterization that we often give to our observation of children as they explore their worlds and seek to gain competency and mastery through a trial and error approach. Playfulness often includes deep engagement with a subject, curiosity and discovery, willingness to take risks and delight or amusement even when a discovery means starting over in the exploration. In a document articulating a framework for moving games forward in education, Klopfer and colleagues (2009) identify five freedoms which are exercised in play: (a) freedom to fail, (b) freedom to experiment, (c) freedom to fashion identities, (d) freedom of effort, and (e) freedom of interpretation. These freedoms characterize a player who is playing on his/ her own terms and accepts the game space, rules, constraints and goals defined by the games as worth attempting. It is almost a contradiction to think of harnessing these freedoms for educational purposes, but modern video games have the potential to do just that. Gee (2007) shows how playing videogames has the potential for players to see and act on phenomena in new ways and to develop a sense of agency and consequentiality that builds resources for future learning as well as teaching how to think in various domains. Barab and colleagues (Barab, Gresalfi, & Arici, 2009; Barab, Gresalfi, & Ingram-Goble, 2010) have developed a theory of transformational play based on their decade-long research and design of the game-like 3D VE Quest Atlantis. Transformational play includes the student taking on the role of a protagonist who must use subject matter knowledge to make decisions and take action during play, and that these actions and decisions transform the problem-based situation (e.g, solving an environmental problem of a declining fish population and thus saving a community dependent on fishing). In turn the student’s understanding of the subject matter is transformed and so is the student’s identity.

Transformational play is a compelling model and suggests that specific design strategies can optimize the potential of games and play to lead to desired learning outcomes. More generally, other game environments for learning take advantage of students‘ willingness and desire to play by placing them in contexts where their actions have consequences. To the extent that these environments support playfulness students become highly engaged and learn to act and use knowledge in the game contexts. It should be noted that merely creating a context and consequentiality in a 3D VE does not make a game a playful learning experience. Baker (2008) describes how Castronova and colleagues designed a game about the world of William Shakespeare which failed to be an engaging experience and proved to be no fun for the players. Game design for 3D VE is challenging and requires implementing the affordances of 3D VE in a way that provides a gripping experience for the players-learners.

Examples of Virtual Experiential Learning

There is a growing set of examples of 3D virtual experiential learning systems. In this section we will describe three examples as illustrations of the forms, variety and potential of virtual experiential learning as an extension of mindtools.

River City

River City is a multi-user 3D VE developed for middle-school students to learn skills of hypothesis formation and experimental design as well as content related to national standards and assessments in biology and epidemiology (Clarke, Dede, Ketelhut, & Nelson, 2006). The River City world is a historical town in the late 1800s, where residents are becoming ill. The students, typically working in teams using computers in classrooms or lab settings, take on the role of twenty-first century scientists who travel back in time and engage in problem-solving to help the town figure out what is causing the illness. After following a protocol to make observations at various seasonal time points, they then form a hypothesis about the cause of the illness and set up an experiment to test their hypotheses. After undertaking an experiment, such as cleaning up the trash, the students use their observations of the virtual results to evaluate their hypotheses and make recommendations.

A typical student experience in River City includes navigating around the visually rich and interesting world of River City looking for clues and undertaking tasks. Students are represented by their own avatars and often interact with system-based agents, also known as Non-Player Characters (NPC). NPCs populate the world and use pre-scripted dialogs to provide guidance, information and increase the sense of immersion. A common usage of River City would be to have students be members of a class-based team who may all be in the world at the same time and exploring independently and using text chat to communicate about their observations and ideas (Metcalf, Clarke, & Dede, 2009).

Research results show that students in River City gain greater knowledge and skills in scientific inquiry than through conventional instruction or equivalent learning experiences delivered via a board game. The findings indicate that students are deeply and actively engaged in the learning experience and are developing sophisticated problem-finding skills. When compared with a similar, paper-based curriculum that included laboratory experiences, students were more engaged in the immersive interface and learned as much or more (Clarke et al., 2006; Ketelhut, 2006; Ketelhut, Dede, Clarke, & Nelson, 2007). In particular, River City has been effective in motivating students who are usually unengaged and low-performing academically. In a review of immersive learning systems, Dede (2009) notes that many typically academically low performing students in River City do as well as typical high performers on performance tasks and he conjectures that the immersive environment allows them to step out of their real-world identities of poor performers and allows them to act as the successful scientist they are playing in the virtual world.

Quest Atlantis

Quest Atlantis is a set of multi-user 3D VE for knowledge quests and interactive tasks and is designed to implement learning through transformational play. As of 2009, 15 different virtual worlds aligned with academic subject matter have been developed and have been used by thousands of students around the world (Barab, Gresalfi, & Arici, 2009). One example is an aquatic habitat called Taiga Fishkill. Students are hired as environmental scientists to investigate a declining fish population and propose solutions. Before taking on the larger problem, students are given opportunities to build prerequisite knowledge and skills through tasks which are legitimate to their role as novice scientists. Throughout the quest students are encouraged to use knowledge to make decisions and are positioned as experts trying to help solve a problem. Being in a virtual world allows students to see the results of their decisions and builds the consequentiality which is emphasized in Transformational Play Theory (Barab, Gresalfi, & Ingram-Goble, 2009) and the coupling emphasized by Winn et al., (2002) as dynamic adaptation. As with River City, students typically work in teams using computers in classrooms or lab settings.

The innovative design work of Quest Atlantis includes the development of a custom interface between the student in his classroom and the world of Atlantis. Screenshots of this custom interface can be found in several publications including Gresalfi, Barab, Siyahhan, and Christensen (2009). The majority of the screen is filled with the 3D world, which can include multiple avatars controlled by different players. Another part of the screen shows the player’s home page which includes messaging, links and information about quests. The typical virtual experience in Quest Atlantis is similar in many ways to River City in that students using avatars navigate a visually interesting virtual space and encounter NPCs. Also similar to River City is that the students are typically working in classroom teams with each member independently exploring the world and periodically using text chat to communicate. Aside from visual worlds and academic subject matter River City and Quest Atlantis differ in the way they implement story lines and structure the learning activities. In each case the storylines and learning activities are set in the context of problem solving, but, for example, Quest Atlantis uses a custom framework of missions and quests. Key to the success of both River City and Quest Atlantis is the consequentiality built into each environment. Barab and colleagues (Barab, Gresalfi, & Ingram-Goble, 2010) describe how this consequentiality plays out in a unit of Quest Atlantis:


Much of the game play takes place as players click on nonplayer characters that have been scripted to respond in ways that are consistent with the game narrative and which change on the basis of previous player choices and in-game happenings. So, for example, if the player initiated a logging ban, logger characters in the game would become aggressive in their response to the player. As students complete various activities, their game characters also change in both appearance and functionality (i.e. their game characters can perform previously inaccessible behaviors).

(Barab, Gresalfi, & Ingram-Goble, 2010, p. 528)



Research results from a study of the Taiga VE (Arici, 2009) show that students in Quest Atlantis scored equivalently on a standardized science test of water-quality concepts with control students who received their curriculum in traditional fashion directly from a teacher and a textbook. A post-test format showed that both groups showed significant learning gains. However, the Quest Atlantis group significantly outpaced the traditional group on other measures of interpreting data, defining core concepts and a transfer task. Additionally the Quest Atlantis group scored substantially higher on a delayed (8 weeks) post-test. Interestingly, another contrast between the groups showed that 97 percent of the traditional students reported that they did the tasks in order to get a good grade or because the teacher told them to. Whereas, only 36 percent of the Quest Atlantis students reported those reasons while 46 percent of the students reported they were doing the tasks because they wanted to. These findings of learning gains and high levels of engagement with Quest Atlantis have been repeated across numerous settings (Barab, Gresalfi, & Ingram-Goble, 2010; Barab, Dodge, Thomas, Jackson, & Tuzun, 2007).

iSocial

iSocial (Laffey, Schmidt, Stichter, Schmidt, Oprean, Herzog, & Babiuch, 2009; Laffey, Stichter, & Schmidt, 2010; Schmidt, Laffey, & Stichter, 2011; Schmidt, Laffey, Schmidt, Wang, & Stichter, 2012) is a multi-user 3D VE being developed for youth 11 to 14 with Autism Spectrum Disorders to help them build knowledge and skills to improve their social competence. Individuals identified with high functioning autism or Asperger’s Syndrome are typically characterized as having a desire to be social (Myles & Simpson, 2002), but lacking sufficient social competencies to do so. Social competence instruction shows promise for remediation of these individuals‘ social deficits (Stichter, Randolph, Gage, & Schmidt, 2007); however, access to such instruction is limited, and providing access to high quality instruction that conforms closely to specialized approaches demonstrated to be successful can be challenging. Using virtual worlds built on top of Open Wonderland (see http://openwonderland.org/.), an open-source toolkit licensed under the GNU General Public License (GPL) v2, the iSocial project seeks to adapt and implement in a 3D VE a clinic-based curriculum with demonstrated impact for improving social competence (Stichter, Herzog, Visovsky, Schmidt, Randolph, Schultz, & Gage, 2010).

The curriculum places students together in small groups of four to six students who are led by an expert instructor through a sequence of activities that are tightly scripted for pedagogical impact. The activities call for a vari-ety of activity types: direct instruction from the instructor, monitoring of student behavior by the instructor, behavior management from the instructor by giving verbal feedback as well as tokens and strikes for student behavior; opportunities for students to express themselves verbally, in text, and with avatar gestures; group discussion; modeling of behavior by members of the group and by use of media; sharing and interpreting facial expressions and cues for recognizing emotions; and a large variety of opportunities to apply understandings and practice skills in settings that range from well structured to more naturalistic practice. The iSocial developers have translated these teaching and learning activities into human-computer interaction and human-to-human via computer interaction that are all mediated and enabled by the 3D VE. This model and implementation allows students from small and rural schools who may have only one or two students who need the curriculum to have access via DL to a proven curriculum and high quality instruction. The iSocial curriculum has five units of instruction implemented as 33 lessons of 45-minute duration.

Figure 7.1 helps illustrate what it is like to participate in iSocial by showing a scene from Unit 2 (Lost at Sea) where the students are learning and practicing how to identify and apply the role of speaker and listener in order to better share ideas. On the left is the ship where students undertake the lesson. On the right, students, Online Teacher and Helper gather in an area on the ship to discuss their roles for the upcoming activity. After having spent several lessons on the ship, students are told that the ship is sinking. Their mission during this lesson is to complete four tasks: (1) decide on which role each member will take, (2) go into the cargo hold and collectively decide on which eight (out of 15) items to take with them, (3) escape to the rescue boat where they will need to negotiate which part of the island they think it is best to go for their survival, and (4) arrive on the chosen part of the island. The lesson is designed to require discussion and negotiation among the students through activities that the online teacher facilitates to build students‘ social competence accessing targeted curricular-based skills.

iSocial has been developed for special needs learners and a specialized curriculum for developing social competence. Because of these requirements the iSocial developers have created a number of innovations to help shape and manage the experience of the users, support the students as active and social learners, and facilitate the teacher-student relationship. Some notable examples of innovations are:

(a) The Media Board is a whiteboard for displaying and interacting with multiple forms of media in the virtual world. The board includes a function that allows students to take pictures of themselves with a webcam, such as when displaying a particular facial expression, for sharing with the online teacher and peers. The student, online teacher and peers can then discuss the images and arrange them on a continuum so as to give feedback to the student.

(b) Pods, Spaces and Barriers have been developed as behavior management devices to aid the online teacher in managing individual and group behavior during lesson activities. These devices act like furniture to invite students to move to appropriate places and orientations and also can be locked to prevent students from disrupting activities.

(c) Live Images is a device for helping the online teacher manage and facilitate behavior. Before Live Images the online teacher could see avatar movements and listen to the student talk, but did not have any visual cues about physical presence. For example, a still avatar could mean that the student is cognitively engaged and is in the right place for the
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Figure 7.1 iSocial participation scenario.





activity (does not need to move) or that the student is no longer attending to the instruction. Live Images gives the instructor a snapshot of each student every 20 seconds so as to monitor physical behavior. Full video streaming would be too great a drain on network resources but every 20 seconds seems to be a good compromise between technology concerns and behavioral concerns.



The iSocial VE is still in development so it does not have a comparable track record for engagement and achievement as can be reported for River City and Quest Atlantis. However, field testing of units to date has shown that iSocial has fidelity with the successful face-to-face-based instructional program.

Coding of the online behaviors has shown that students in iSocial have equivalent levels to the face-to-face program of access to appropriate materials and teacher guidance, of undertaking similar processes and levels of activity and of receiving equivalent levels of behavior management such as the use of strikes, passes and warnings from the teacher. In addition similar levels of opportunities for and the exercise of verbal feedback were observed between the two instructional modes. Also, evidence from early trials indicates that students are engaged in appropriate learning activity during lessons and that they have positive impressions of learning from iSocial. The average rate of student on-topic responses was 1.57 per minute with an average rate off-topic of .12 responses per minute. These rates show that students are spending their time on task. On average, 81.1 percent of responses were judged to be correct responses indicating the students were acquiring the content but also indicating that the subject matter was not so scripted that every response was correct. Student ratings of the helpfulness of iSocial for their developing social competence averages 4.58 on a fivepoint scale. These early findings offer initial evidence that iSocial will be able to support and foster the social, cognitive and behavioral activity at a high and appropriate level, and provide promise for the ability of 3D VE to support DL for special needs learners.

Framework for Virtual Experiential Learning

This section hypothesizes about a framework for understanding the role of 3D VE as an experience-tool for learning through problem solving. We start with the assumption that students primarily think and learn through the experiences they have and the sense they make of them (Clark, 1993, 1997; Gee, 2004, 2008). Learning through the experience of solving ill-defined and ill-structured problems, quests, questions, cases or projects is an important pedagogical approach that is hard to manage and achieve in classrooms and even harder to manage and achieve in DL. The mindtools framework showed how computers can scaffold key cognitive processes of learning through problem solving. The promise of 3D VE is to support a fuller range of the student’s experience, including the cognitive, social and embodied nature of acting and learning. 3D VE offers the potential to engage students in active resolution of authentic or at least engaging problems in a context with consequentiality (Barab, Gresalfi, & Ingram-Goble, 2010), and in turn this experience in the problem-solving process encourages ownership and membership in a way of thinking (community of people who solve those sorts of problems) and builds understanding of concepts and how to apply them in realistic contexts. Also, as part of this process, knowledge evolves and becomes more meaningful through social interaction and negotiation. To enable and support these forms of learning experiences, 3D VE offers the potential to design worlds of content and context, to reify structures that support learning and social interaction and to provide just in time supports and functions that cohere with learning activity rather than interrupt it.

Figure 7.2 uses a theory-of-change format to illustrate a framework for how VE can act as a mechanism for learning from problem solving. The example systems provided in the preceding section demonstrate that VE can impact personal, social and academic outcomes of learning through experience in problem solving. River City and Quest Atlantis provide a large base of usage across classrooms and compelling evidence that high quality VE deeply engages students and fosters academic outcomes. These outcomes, as noted in the examples, go beyond simple test results but also show promise for application of knowledge, transfer of knowledge and retention of knowledge. The iSocial example shows a different model for 3D VE instruction and shows promise for engagement and high levels of on task and appropriate learning activity for special needs students learning at a distance.

The mindtools movement showed the power of using computers to shape and support cognitive processes in problem solving in support of learning. The integration of 3D VE and gaming has promise for an extension of the mindtools movement to shaping and supporting a fuller set of the attributes of experience. We see the technology and art of virtualization and the knowledge bases of motivation and pedagogy as conditions that need to be
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Figure 7.2 Theory of change format for showing an hypothetical view of the key components and mechanisms of VE for learning in problem solving.




accounted for and can be utilized. The technologies of virtualization are high speed networks, powerful processing engines in computers, development environments such as Open Wonderland and ActiveWorlds and advanced input technology (e.g. real world sensors). The art of virtualization is in envisioning worlds and in-world behaviors of individuals and social units, as well as the modeling of these visions to balance the visual and perceptible with the state of the networking and processing capability. When the art and technology come together, elaborate and sophisticated contexts for learning experiences can be developed, as illustrated by River City and Quest Atlantis. By context we mean the space, such as the River City or Taiga, where the learning is situated. The broad potential and flexibility of designing these contexts means that they can hold both content and structure for learning. Content includes the knowledgebase that the students will discover as they work to resolve the problem and the methods of problem solving they will learn and practice during their work. By structure we mean the strategies and pedagogy reified in the environment, such as having the nature of the quest emerge for students as they inspect their environment and interact with NPCs.

The theory of transformational play being developed by Barab and colleagues provides a rich and powerful way of integrating the motivational aspects of gaming with the transformational intentions of a pedagogical framework. In his chapter on “Learning and Games,” Gee (2008) provides a Situated Learning Matrix with similar intentions, but with less of a focus on academic learning. Gee says:


Why do I call this a situated learning matrix? Because content is rooted in experiences a person is having as part and parcel of taking on a specific identity (in terms of goals and norms stemming from a social group, like SWAT team members). Learning is situated in experience, but goaldriven, identity-focused experience.

Learning in video games—learning in terms of the Situated Learning Matrix—is not “anything goes,” “just turn the learners loose to do their own thing.” There is a good deal of guidance in games: guidance from the game design itself, from the NPCs and the environment, from information given “just in time” and “on demand,” from other players in and out of the game, and from the resources of communities of practice built up around the game.

(Gee, 2008, p. 26)



Figure 7.2 also shows social, embodied and playful as key mechanisms for how VE impacts the learning experience. We reviewed these mechanisms earlier in the section on opportunities for virtual experiential learning. The social nature of a virtual experience can be shaped and supported by the functionality available for conversations. The choice and ways of implementing text, audio, and gestures support different forms of communication and a different experience of the other members in conversation. How we choose or are able to communicate also influences what we may try to communicate and how we express ourselves. For example, if the youth with Autism Spectrum Disorders in iSocial were limited to text chat they would struggle to communicate and would have less of a sense of participating and learning about typical social interactions. Choices and ways of implementing avatars will impact both the sense of identity and the sense of co-presence which are enabled in 3D VE.

An embodied approach to learning supports building understanding of the knowledge and skills of a domain by mapping physical interaction with cognitive processing. This view argues that cognition does not operate solely as computations in the brain, but rather by taking the state of the learner and the environment as conditions of learning, having the learner operate in these conditions and seeing transformations in understanding and behavior as outcomes. Creating, supporting and managing learning comes from the interaction and mutual adaptation of the two complex systems (student and environment) (Winn, 2003; Winn, Windschitl, Fruland, & Lee, 2002; Winn, Windschitl, & Hedley, 2001). 3D VE offers near limitless potential to build environments (including content and structures) to enable managed and transformative adaptation of the learner to the environment and of the environment to the learner. There is still much to be learned about how embodiment works as a mechanism in learning and in particular embodi-ment through a computer interface. For example, Barab et al. (2007) suggest possible distinctions between narrative and perceptual embodiment. However Glenberg and colleagues (Glenberg et al., 2009; Glenberg & Gallese, 2011) through a series of research and development efforts have shown that including manipulation of toys (related to the reading texts) in reading comprehension instruction impacts learning and that when the manipulation of toys was embedded on a computer screen the children benefitted as much as in the physical manipulation. This coupling of the learner in both physical and cognitive ways to the environment in a context of consequentiality is a core mechanism for how 3D VE shapes and support learning and experience.

Numerous models exist for envisioning playful systems. Malone (1980) integrated existing theories of intrinsic motivation with studies of computer game playing to develop a new framework for explaining and potentially developing intrinsic motivation and fun in learning. The framework included three categories: (a) challenge, (b) fantasy, and (c) curiosity. It should be noted that computer games were considerably different in the late 1970s from what they are today especially as relates to their social nature and social opportunities and in how action and cognition can be embodied. Gee (2003) studied modern video game play and noted the approaches to game design which build the learning necessary to advance and succeed in the games. He identifies 36 principles of how games support learning. Principle #6 is called the Psychosocial Moratorium Principle and refers to having learners be able to take risks in a space where real-world consequences are lowered. One function of gaming that supports this principle is allowing gamers to save game states so no matter how bad a next move may turn out they can easily return to the former state and try a new approach. This principle and others align well with the five freedoms that Klopfer, Osterweil and Salen (2009) characterized as important functions of game play.

Another critical insight from Gee’s work that applies to making learning environments playful is in his description of how gaming environments provide training modules for novice game players. He states that training mod-ules only give the player enough information and skill to play and learn from the subsequent game episode, and that each episode gets more difficult but in a measured way so that the players are always both playing and learning. Barab et al., (2007) confirm the power of integrating learning and playing. As part of their design research process they noticed that students were not using scientific formalisms to the extent hoped for within their Quest Atlantis activity. In response the unit was redesigned to use gaming strategies to better integrate formalisms with the story narrative. For example, the new story required the students to earn an authorization card in order to proceed. In order to gain the card the students needed to work with the resident technician, an NPC. The technician modeled the processes to be undertaken and used the authentic language of the formalisms. The tighter integration of the domain formalisms with the play activity led to greater usage of scientific formalisms in the quest and indicates the potential of design decisions in the development of playful environments that serve learning objectives.

Conclusions

The purpose of this chapter has been to consider implications for extending the mindtools framework based on reflecting upon a growing body of design experience and research with 3D VE. The new and advancing technologies of 3D VE and the lessons that can be drawn from 3D video-game playing attune us to the potential of learning environments which shape and support a broad range of attributes of experience beyond the current cognitive scaffolding of mindtools. Substantial progress has been made in bringing visions of virtual experiential learning into practice by researchers such as the teams led by Sasha Barab and Chris Dede. New formalisms are being developed, such as the Theory of Transformational Play, which will assist designers and researchers as they take on new and continuing work. The hypothetical view of the key components and mechanisms of VE for learning in problem solving offered in this chapter is an effort to share the experience of our team’s work and lessons learned as we envisioned experience tools for youth with special needs and in need of DL (Laffey, Gaylen & Babiuch, 2012). While there is much to be learned to harness the potential of 3D VE and gaming approaches for learning, it is clear that these tools and methods provide educators with new ways to foster learning through problem solving which is social, embodied and playful.
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8 Comprehension Using the Strategic Organization of Text Aided by a Web-Based Intelligent Tutoring System

A Text and Computer-Based Mindtool

Kausalai (Kay) Wijekumar and Bonnie J. F. Meyer

Introduction

Reading comprehension is an essential component of most human activities. Schools are particularly concerned about content area reading comprehen-sion. State and national assessments of fourth, eighth, and eleventh graders’ reading comprehension has shown more than a third of students not understanding at a basic level (NAEP, 2007). Lacking this essential skill affects student performance in all their academic courses and further contributes to life-long challenges in decision making and problem solving.

Comprehension requires the learner to build a coherent mental representation of the text. This relies on the readers’ ability to select important ideas and encode them. It also requires them to build a hierarchical organization of the text. Skills that contribute to this will include the ability to read the text, understand the vocabulary, build a cohesive and hierarchically organized representation of the text to incorporate with their prior knowledge, and create associations and pathways to the memory store.

The structure strategy is the only comprehension approach that has focused exclusively on this process. For over 40 years it has consistently shown statistically significant improvements in reading comprehension with all age groups. We present the rationale for describing the structure strategy as a mindtool, followed by the design of a web-based intelligent tutoring system to deliver the structure strategy and finally present accumulating evi-dence of the efficacy of the structure strategy as well as the intelligent tutor-ing system to deliver the approach.

The Structure Strategy as a Mindtool

The focus of mindtools has been on engaging students in meaningful thinking by effectively seeking and organizing information, creating effective schemas, and applying their knowledge to solve problems. The structure strategy can be described as the ultimate mindtool initially conceptualized as a method to comprehend expository text. The power of the structure strategy does not end with text but is only the beginning. If one were to look at the basic formulation of the structure strategy it serves as the foundation to seek, organize, and apply text-based information. Further, it serves as an approach to monitor one’s own cognition (metacognition) and a framework for solving problems. Each component of the structure strategy is described next using a mindtools lens.

The Structure Strategy

The structure strategy is organized into three basic steps. The first step is to effectively seek information by finding the most important ideas in the text. Identifying the text structure used by the author to organize the passage allows the reader to distil the most important ideas in the passage. Text structure is identified by finding the words in the text that signal its strategic organization. For example, when an author describes the cause of gas prices and the resulting effects on products in the marketplace, the reader should notice that this passage is organized using a cause-and-effect text structure.

The second step of the structure strategy is to select important top-level ideas in the passage and abstracting or chunking these ideas using the strategic main idea pattern. Each text structure uses a specific hierarchical main idea pattern. In Figure 8.1, the top-level ideas are about the causes and effects of the gas prices. The main idea pattern for the cause and effect structure is: the cause is _ and the effect is _. The secondary ideas are
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Figure 8.1 Cause-and-effect passage example with hierarchical main idea.




related to solving the problems caused by the high gas prices by increasing the drilling for oil. The main idea pattern for each structure serves as a foundation for building a carefully linked set of ideas. The written version is the external representation that also helps construct a mental representation of the text.

The last step of the structure strategy is connecting the ideas in a meaningful manner and creating a hierarchical mental representation of the full text. This approach is similar to chunking described in expertise literature (Chi, Feltovich, & Glaser, 1981). Strategically linking the highest level ideas in a cause-and-effect pattern allows the reader to chunk the ideas and create a top-level structure from which further links are created to subordinate ideas in the text. This type of organization allows the reader to efficiently focus their attention to the top nodes of their knowledge tree and link these to the branches and leaves containing ideas that support the main ideas. This allows for a more organized mental representation that also aids in recall and flexibility of use.

Justification for Describing the Structure Strategy as a Mindtool

The focus of mindtools is to create learning environments that allow the learner to create representations of data (through tools such as databases, spreadsheets, concept maps, and modeling software), understand the relationships between concepts in the problem-solving environment, and build abstracted mental representations and schema that allow flexible recall and application of the knowledge. A constructive learner processes information in an intentional and meaningful manner, integrates information with prior knowledge, and creates flexible and easily accessible mental representations (Jonassen, 1996). Chunked and correctly organized information is linked to expertise and results in efficient and highly-effective problem-solving skills (Wijekumar & Jonassen, 2007).

As students learn the structure strategy they can learn causes and effects, problems and solutions, and comparisons of alternative solutions. They can also trace the antecedents to any problem (usually the cause of the problem) and analyze alternative solutions using a structured format. For example, they can compare the solution alternatives on three or four characteristics or factors. These types of strategies are more powerful than the listing approach that most students use. In studies with both middle grade and high school students, Meyer, Brandt, and Bluth (1980) found that most recall text by loosely listing whatever ideas pop into their mind as they write. Meyer (2003) reported that over 70 percent of fifth graders completely missed the solution part of a newspaper article organized using the problem-and-solution text structure. Unless students understand how text structure is used, their recall lacks any hierarchical organization and their mental representations follow that same list-like pattern. This approach, resulting in loosely organized lists of ideas, is an inefficient and ineffective organization for their memory of text and lacks utility.

Mindtools are also designed to engender metacognition and monitoring of problem solving. This is one of the hardest parts of the learning environment for novices. They are unable to reflect on what they know and how well they know it. They are also uncertain about where and when to apply the different problem-solving approaches and usually attempt many different approaches with little thought to planning and imposing any structure to the problem at hand. The loosely organized listing structure described in the previous paragraph further lacks any systematic framework for monitoring understanding, an essential skill in metacognition, other than simply asking oneself: “What else do I remember (to add to my disjointed list)?”

A structure strategy based organization-to-lesson content (whether acquired via text or other medium) can serve as an effective organizing framework. The framework allows the learner to focus their attention to the most important factors, abstract the ideas in a strategic manner, and use their abstracted knowledge flexibly when needed. It also allows the learner to monitor their understanding by using the text structure to make connections to ideas that otherwise may have not been incorporated into their memory. For example, when the learner organizes their memory using the problem-and-solution text structure, it will focus their attention on identifying the problem and the possible solutions. Further, it links that knowledge to the causes of the problem and even provides a framework for comparing the solution alternatives depicted in Figure 8.1. In this situation the text structure can serve as a comprehension-monitoring tool. The structure strategy also can speed up the chunking and organizing of ideas in a hierarchical manner more similar to those of experts.

Examples of the Use of Structure Strategy in the Science Classroom

Teachers in two school districts actively using the structure strategy have recently instituted two approaches into their biology, physics, and chemistry classrooms. The first approach requires students to use a structure strategy framework for organizing their note-taking. Students take notes while reading their textbook and also while listening to lectures or conducting laboratory observations. Students focus their attention to problems and solutions, comparing alternative solutions based on specific criteria, and also noting possible causes to the effects manifested in the laboratory activity.

This method was introduced to the curriculum after the structure strategy team conducting a large scale efficacy study observed that the AP Biology textbook was poorly organized and teachers noted that most students were not able to read and understand the textbook content. Two teachers also reported that they had created summaries of each chapter to help the students’ comprehend the unwieldy text. Focusing students’ attention on creating tables to compare the different forms respiration and species allowed the students to extract the most important ideas in the text.

The second approach was to write the laboratory reports using the struc-ture strategy. Again, these reports now explicitly asked the student to note problems and solutions, causes of the problems, and comparisons of solu-tion alternatives. The conclusions drawn from the laboratory activities also required justifications using some form of text structure based organization, such as explanation (a variation of the cause and effect structure; Meyer, 1975; 1985).

Instruction on the Structure Strategy

The structure strategy was designed in the early 1970s by Bonnie Meyer and was delivered to students of all ages by trained personnel. Five text structures (comparison, problem and solution, cause and effect, sequence, and description) were presented to learners with example passages. Each passage was organized using one or more of the text structures and contained signaling words to clue the reader about which text structure was used to organize the passage. Throughout the last 40 years, there have been variations to the delivery of the structure strategy training to learners in the form of the number of text structures presented, sequencing of the text structures presented, and medium of presentation. The 1970s to the 1990s were dominated by paper and pencil presentations delivered by trained personnel to middle-grade students to older adults (e.g. Meyer & Poon, 2001; Meyer, Young, & Bartlett, 1989). During the late 1990s the shift was made to use the WWW as a tool to present the lesson contents to fifth-grade learners (Meyer, Middlemiss, Theodorou, Brezinski, McDougall, & Bartlett 2002). This method used retired teachers and professionals as tutors who read responses transmitted to them by the website and gave students feedback on their usage of the structure strategy. By the year 2002 the static web page presentation was becoming outdated and had other problems like a lack of immediate feedback to the learner. Training a large number of tutors was also a daunting task.

The idea of a web-based intelligent tutoring system to deliver the structure strategy (ITSS) to a wide audience was conceived in 2002 and proceeded to full design and development by 2003 (funded by the U.S. Department of Education, Institute of Education Sciences, Meyer, Wijekumar, Middlemiss, & vanHorn 2003–2007). The design of ITSS focused on four themes — effective multimedia use (Mayer, 2001), metacog-nition (Aleven & Koedinger, 2002), memory, and motivation.

Multimedia Use in ITSS

With the advances in multimedia capabilities comes the responsibility of differentiating the gimmicks from the tools that can facilitate active learning. ITSS was designed by carefully separating the wheat from the chaff and focusing on the best tools to show children in grades four through eight how experts use the structure strategy to read and comprehend text. We facilitate mindful learning by concentrating on modeling best practices, allowing the learner to practice the tasks, providing immediate assessment and feedback, and scaffolding the learning by varying the complexity of the readings as well as breaking up the tasks into meaningful units (e.g. finding signaling words, writing a main idea, and writing a full recall).

Multimedia use was limited to creating the correct tone and setting (Mayer, 2001) for a student to read from a book helped by an animated pedagogical agent playing the part of a teacher named IT (Intelligent Tutor). All the modeled segments were created by in-service and retired teachers who assisted in developing the lessons by thinking aloud during their use of the structure strategy.

Figure 8.2 shows the book-like interface without any pictures or peripherally related images. All the texts and instructions were narrated by a teenage male whose voice was preferred by almost all participants in an initial pilot study. The use of real human voice to narrate the contents fosters social agency within multimedia learning environments (Atkinson, Mayer, & Merrill, 2005).

Student behavior patterns were noted from the previous research and also from other research on engagement and gaming in multimedia learning environments. Based on that research, students were not allowed to transition to the next page of the lesson until IT finished narrating the page’s contents. Additionally, the numbers of tries for each activity varied from lesson to lesson so that students did not take advantage of the expected help
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Figure 8.2 ITSS screen — comparison main idea with a text-based pattern.





after a limited number of tries. For example, if students noted that after the third try they always received a complete answer to the question, they may be tempted to game the system by typing nonsense answers for tries 1 and 2, thereby not engaging their minds and waiting for the system to provide the correct answer. By varying the numbers of tries for each question, students could not anticipate an expected pattern.

Metacognition in ITSS

Students’ ability to monitor their comprehension by practicing their skills and reflecting on their structure strategy efficacy are an integral part of ITSS. Students self-assess their work during the practice tasks and assess sample writings from other sources. As part of the step-by-step approach to build-ing memory of text using the strategic organization of the passage, students also learn to use different formats for organizing the passage. For example, the main idea passage for a comparison text structure is initially presented to the learner as _ and _ were compared on _, _, and _ as shown in Figure 8.3. As they proceed through the lessons, they are intro-duced to a matrix style presentation of the same ideas shown in Figure 8.4 where who or what is being compared are the columns and what basis they are being compared are the rows. Another presentation option is a tree-style concept map that allows the learner to view the parallel structures shown in Figure 8.5.
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Figure 8.3 Comparison main idea presented in matrix format.
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Figure 8.4 Comparison main idea presented in graphical format.





Memory in ITSS

Students learn to create hierarchically organized memories of the text; they read by identifying the text structure used to organize the passage. They begin to create associations by writing a main idea while the passage is in view. They further strengthen their memory and organization by writing a full recall without the passage being visible. They are reminded to organize their full recall using the correct text structure and by consulting their main idea as needed. They can also consult the pop-up windows showing signaling words and main idea patterns. Before IT assesses their work, the student is asked to review and revise their work using the structure strategy framework, allowing time for reflection and self-assessment.

ITSS learning activities focus on writing main ideas, constructing comparison matrices, and other tasks designed to build coherent memory representations and avoid multiple-choice tests. Additionally, we focus on showcasing how each text structure can be applied to many different domains instead of presenting examples in a single domain. These examples allow the learners to transfer their skill to any domain showcasing how memory organization can be similar regardless of the content.

 Motivation in ITSS

One of the most powerful statements by David Jonassen (1996) is the following excerpt from his book, Computers in the Classroom:


Learners are poorly motivated. I believe that the most pandemic, yet most insidious, cause for underachievement in schools is lower expecta-tions on the part of teachers, which reduces expectations of students and parents, which further erodes the expectations of teachers and the entire educational system. Salomon and Globerson also refer to factors such as learned helplessness, poor perceived self-efficacy, and improper attribution of success or failure. In the USA, people frequently litigate personal responsibility. Students ask for help before investing significant mental effort in solving problems.

(David Jonassen, 1996, p. 258)



Mindful activity is the goal of ITSS with students engaged in reading and creating effective mental and external representations of their organized information. Both intrinsic and extrinsic motivational factors are included within the system. To develop their self-efficacy and efficacy for applying the strategy students receive advanced, elaborated feedback from IT as well as histograms of stars that show how well they performed each task. The learning activities are designed to encourage effortful reasoning with scaffolding to help students build their skills. Students are reminded to reflect on their work and self-assess prior to submitting their work for assessment. Feedback is detailed and focuses their attention toward important parts of their writing. If students fail to update their writing sufficiently after receiving elaborated feedback to warrant moving to the next stage, they are asked to consult the teacher for help. Scaffolding is gradually removed as students become proficient in using the structure strategy to seek, organize, and utilize the information.

Justification for describing ITSS as a mindtool

Through the selective use of web-based technologies we have developed an intelligent tutoring system that uses the best ideas for constructive learning. ITSS focuses on mindful learning, self-regulation, and representation of knowledge. ITSS also showcases how the strategy works in many different domains, engages the learner in critical thinking, and formalizes the learner’s comprehension through written summaries and recalls.

Our goal in designing ITSS was to limit the reliance on teachers to understand how the structure strategy should be used. Instead, ITSS would instruct both students and their teachers about the structure strategy. Then, teachers could take a lead in helping students to apply the knowledge about strategically using text structure in classroom content areas. Jonassen (1996) notes that teachers can foster the integration of mindtools by modeling, coaching, articulation, reflection, and scaffolding. We believe that ITSS is quite useful in teaching the teachers as well as the students.

We have observed that some teachers initially have a superficial knowledge of the structure strategy and piece together ideas from different comprehension strategies without understanding how they can all be used together in their classrooms. For example, teachers’ frequently used summarizing and underlining as comprehension strategies in their classrooms. These strategies were also the primary approaches mentioned in the textbooks. Many teachers noted that students with poor comprehension skills underlined almost all the concepts in the reading and their summaries did not contain the most important ideas. The same teachers noted that they understood signal words and would mention knowing problem and solution and compare/contrast text structures. During professional development conducted by the ITSS team, we would bring to their attention the five text structures presented in ITSS and also the need for the main idea patterns. We would then showcase how the structure strategy approach results in improved summaries and underlining of important ideas.

Another example from our school-based outreach for ITSS was about writing with text structure. One vocal teacher was adamant that his approach to writing using the 4-square approach was far superior to any other method. Additionally, he stated that the text structure approach did not apply to his classroom. As shown in Figure 8.5, the 4-square approach can be significantly enhanced with the use of text structure. Without understanding text structure, students using the 4-square approach are led to use the listing approach to writing, reinforcing poor organization to their written text as well as memory structures.

As these examples show, there is an urgent need to expand access to the structure strategy to a wider audience. One of the most efficient methods to achieve this goal was to create an intelligent tutoring system that focuses on applying the best available tools to help students seek and organize information, effectively apply their skills to solve problems, and self-monitor and improve their self-efficacy.

ITSS lessons use different representations of the text data. For example, main idea formats used include a fill in the blank, matrix, and graphical representation similar to concept maps, but with relational links. Students learn how to extract the most important ideas in the text by first identifying
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Figure 8.5 4-square approach organized using the comparison structure.




the text structure and then constructing the main idea for the passage. The main idea task allows students to reflect on their work, receive feedback from the system to improve their organization, and finally reminders for the learner to construct their memory with this framework. When students write about a topic, they use both the text structure and the main idea to organize their writing. By using the text structure during writing they learn how to traverse their hierarchical knowledge tree to recall more information. Thus, by using the reading, learning activities, and writing, the ITSS system allows the learner to seek information, organize, create hierarchical memory structures, and monitor their understanding.

The intelligent tutoring system also goes much further in achieving the learning goals by providing modeling of the strategy using flash animations. Narrations accompany almost all the text freeing up the visual channel of the reader to concentrate on the reading. These narrations, combined with highlighting words, focuses readers’ attention on the text. The tutor reminds the students to reflect on their learning and provides scaffolding to the learners, which is faded away as students become more proficient.

Assessment and feedback are important components of ITSS. Our approach uses the hierarchical tree structure of the text with synonyms and spell-checking to provide detailed feedback to the learner. Teachers actively monitor the students’ performance through reports and through comments from IT to the learner. Students are asked to consult the teacher prior to proceeding with their lesson if they have not been successful in representing their understanding of the text.

Efficacy of ITSS

The web-based intelligent tutoring system to deliver the structure strategy was initially developed and tested in a study with fifth and seventh graders within one school district (Meyer, Wijekumar, Middlemiss, Higley, Lei, Meier, & Spielvogel, 2010). The research study measured student performance on the Gray Silent Reading Test (GSRT), a standardized reading comprehension test as well as researcher designed measures of comprehension (e.g. recall, strategy competence). Procedures included pre-tests, 90-minutes of weekly use of ITSS for the school year, followed by immediate post-tests, and delayed post-tests after the summer break. Results showed large effects from pre-to post-tests on all the measures and maintenance of strategy use through the summer to the fall delayed post-test.

Research on the efficacy of ITSS continues with large-scale efficacy studies with suburban and rural fourth-through eighth-grade classrooms (Wijekumar, Meyer, & Lei, 2008–2012). These studies were designed as fully randomized controlled trials (i.e. 128 participating fifth-grade classrooms) and hierarchical linear models for data analyses. Wijekumar, et al. (2011), reported that the fifth-grade ITSS classrooms statistically significantly outperformed their control counterparts on the GSRT and researcherdesigned post-test measures. There were no differences in performance of rural and suburban students. Results also indicated that ITSS had a signifi-cant direct effect on post-test scores for reading selfefficacy and structure strategy self-efficacy with the participating fifth graders.

Wijekumar, Meyer, and Lei (2012) report on the randomized controlled trial with 130 fourth-grade classrooms. The fourth-grade students received an abridged version of ITSS because they were unable to type efficiently on the keyboard. Therefore, fourth-grade classrooms received lessons on identifying signaling words and writing main ideas only. The full-recall task was eliminated from each fourth-grade lesson. In spite of this reduced version, fourth-grade ITSS classrooms outperformed their control counterparts on the GSRT as well as the researcher-designed measures. The effect sizes were smaller than those of the fifth-grade students as was expected due to the limited practice they received on the structure strategy.

Conclusion

The growing research evidence supports the expansion of access to the structure strategy. The efficacy of the ITSS delivery of the strategy to a wide audience is being confirmed through the continuing research studies. Teachers participating in the recent studies are noting marked improvements in their students’ writing quality in addition to improved comprehension. As noted earlier, content area teachers are also adopting the structure strategy framework for their learning activities. Schools are beginning to appreciate the utility of the structure strategy in their curriculum. Most importantly, students are able to think about text in a meaningful way, and also know how to represent their knowledge using the powerful structure strategy.

In conclusion, the structure strategy and its implementation within ITSS support the development of powerful comprehension strategies for learners. The focus of our approach is about non-fiction or content area learning with intelligent tutoring computer systems. The system allows students to seek and organize information, create effective memory representations, and utilize their hierarchically organized knowledge effectively. The structure strategy with its computer delivery can provide an important mindtool in the classroom.
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Introduction

This chapter focuses on research and instructional design on the use of educational technologies to support group problem solving. David Jonassen’s (2000a) seminal paper on the design theory of problem solving initiated an important research agenda in the field of instructional design and technology. Building on his past research work — constructivist learning environ-ments (Jonassen, 1999), structuredness of problems (Jonassen, 1997), knowledge representation (Jonassen, Beisnner, & Yacci, 1993) and individual differences (Jonassen & Grabowski, 1993) — he proposed a design theory of problem solving by examining problem types, problem representations, and individual differences, with the goal of generating instructional theory on developing problem-solving skills among learners. One way of rationalizing the roles of technologies in supporting problem solving is from the perspective of using computers as mindtools (Jonassen, 1996, 2000b), which represents another major research track of Jonassen. In essence, as mindtools, computers are used for knowledge representation by learners rather than as a repository of knowledge or as a surrogate tutor. In other words, students learn with computers rather than from computers.

Coincidentally, at around the same time, similar development was emerging in the field of computer-supported collaborative learning (CSCL) and learning sciences. Koschmann, Kelson, Feltovich, and Barrows (1996), for example, illustrated a principled approach toward the development of computer-supported problem-based learning by examining theories of learning, classroom practices and affordances of technology. Though seemingly working towards similar goal of supporting group problem solving with technologies, some researchers in the field of CSCL based their work on different theories, for example, collaborative knowing by Stahl (2004) and knowledge building by Scardamalia and Bereiter (2006). Different research methodologies are also favored in the field of learning sciences and CSCL. For example, design experiment was advocated among researchers in learning sciences (Brown, 1992). These differences in theoretical frameworks culminate in variations in methodologies and instructional design practices.

In this chapter, I discuss ways to move forward with research and to inform instructional design on the use of technologies to support learning in problem-based learning environments. The discussion focuses on two broad approaches, one based on traditional experimental approach and the other based on design experiment. These approaches were compared for their convergence and differences, and the consequent implications for the design and implementation of learning environments and activities that aim at improving solving challenging problems in a group setting.

Design Theory of Problem Solving and Group Problem Solving

This section reviews Jonassen’s design theory of problem solving (2000a) and his notion of computers as mindtools (1996, 2000b), which form the foundation for making decisions on the design of a technology-supported problem-based learning environment.

Problem Solving

To Jonassen (2000a), a problem has two important attributes, one is related to the problem situation and the other is associated with the characteristics of a potential problem solver. First, a problem is a situation to a person where there is a gap between the goal state and the current state, and the path from the current state to the goal state is not immediately recognized. Second, the person must perceive a need and values to pursue the solution to the problem. Problem solving refers to the process of finding the unknown, which could even include defining the problem space, not just finding the solution. Consistent to this definition, Jonassen identified three important groups of factors that could affect a person’s ability to solve a problem: Problem variations, problem representation, and individual differences. In short:



[image: ]




Problem variations refer to the nature of the problem, which include the structuredness of a problem (how much of the problem situation is known), the complexity (the number of variables and relationships among them), and domain specificity (how much of domain-specific knowledge and skills are required). Problem representation refers to the way that the problem is being presented or represented by the instructional designer and how it is perceived by the problem solver, which could include decisions on how many contextual cues to include and the fidelity of the problem compared with a real life problem. An instructional designer needs to be cognizant of the individual differences in order to make decisions about the problem representation when designing a learning environment. The individual differences include the problem solver’s knowledge (e.g. domain knowledge, structural knowledge, and procedural knowledge) and the problem solver’s affective and conative attributes (e.g. attitudes toward the problem and persistence toward problem-solving task). Details on each of these factors can be found in several publications (Jonassen, 1997, 2000a, 2004).

There are at least two points to note about Jonassen’s theory of problem solving. First, it is positioned as a design theory, which means its ultimate goal is to illuminate instructional design of a problem-based learning activity or environment. Nevertheless, it is based on analysis of problems in the real world. Besides acting as a prescriptive theory (Reigeluth, 1999) for instructional design, it does contain elements of a descriptive theory that explains processes of problem solving and factors affecting problem solving. Second, it is more encompassing that the problem-based learning model (Barrows & Tamblyn, 1980) that has its genesis in medical education. Jonassen (2004) held that the medical model of problem-based learning rep-resents only one model of problem solving and it is fraught with the trans-ferability of its applications to contexts other than medical education.

Group Problem Solving

In this chapter, research approaches to studying problem solving in a group setting will be contrasted. It is thus pertinent to elaborate on Jonassen’s (1997) model of ill-structured problem solving, which sheds some light on the group problem-solving processes. First, Jonassen held that compared with well-structured problems, real-world problems are often complex and ill-structured and thus require different skills to develop effective solutions. In contrast, classroom instruction often engages students in solving well-structured problems, typified by those presented in textbooks. Well-structured problems are well defined in that all elements and processes needed to solve the problems are present; they have single, correct, convergent answers and preferred solution processes, and they engage a limited number of rules and principles. Ill-structured problems, on the other hand, have the following properties:

(a) they are ill-defined with one or more aspects of the problem situations not specified or without the information needed to solve the problem being contained in the problem statements;

(b) they have vaguely defined goal states;

(c) they engage more than general rules or principles;

(d) they possess multiple solutions, multiple ways of solving the problems or sometimes no definite solution; and

(e) they require problem solvers to express personal opinions and beliefs and to make and defend judgments about the problem.

The nature of ill-structured problems necessitates different problem-solving processes. Jonassen (1997) proposed the following sequence of actions:

(1) Identification of problem space. There is a need to identify problem space and contextual constraints because ill-structured problems are domain or context dependent.

(2) Clarify alternative perspectives. A problem solver needs to identify and clarify alternative perspectives of the possible stakeholders involved because they could have different definitions of the problem space or different representations of the problem. Solving ill-structured problems involves the reconciliation of conflicting conceptualizations of the problem so as to identify and decide on the problem schema that is most relevant and useful for solving the problem.

(3) Generate possible solutions. After identifying the problem space and alternative positions, possible solutions can be generated by inferring how people, holding different perspectives, would solve the problem.

(4) Assess the validity of solutions. Since there is typically no single, best solution, the preferred solution could be justified with arguments grounded on relevant and sufficient evidence and backed up with supportive facts or conjectures.

(5) Monitor problem space and solution options. Ill-structured problem solving requires not only metacognitive strategies of planning and comprehension, but also epistemic monitoring of the truth-value of alternate problem representations and solutions. This means recognizing an individual’s limits of knowing and certainty of knowledge in order to judge the validity of various problem representations and solutions. This monitoring process occurs throughout the first four steps and leads to iterative refinement of the mental model of the problem space and solutions.

(6) Implement and monitor the solution. In real life, the solution could be put to test and its effectiveness can be assessed based on the outcomes of the implementation.

(7) Adapt the solution. The problem solver can adjust and adapt the solution based on feedback. Often, ill-structured problem solving involves an iterative process of monitoring and adapting the solution as the problem is not easily solved in a single attempt.

The multiplicity of perspectives on defining problem space, alternative solutions, and assessment of viability of solutions demand social interactions among learners. Thus, group problem solving becomes a necessary condition for solving an ill-structured problem, not a nice-to-have. Note that Jonassen (1997) emphasized the use of argumentation as a key strategy for social negotiation among learners. From the perspective of distributed cognition (Hutchins & Klausen, 1996; Pea, 1993), cognitive activities of individuals are dependent on the social and material setting, which also brings in the influence of culture, context, and history on learning. It highlights the importance of social interaction in the learning process, as well as the choice of technologies that could weave the distributed expertise and knowledge resources. The following review of the concept of computers as mindtools (Jonassen, 1996, 2000b) illustrates how technologies can be used to support such group problem solving.

Computers as Mindtools

Using the design theory of problem solving as a framework, the important role of technologies in supporting problem solving is evident (Jonassen, Howland, Moore, & Marra, 2003). For example, the Tutorials-in-Problem- Solving (TiPs) program could be used to support learners in solving well-structured story problems by scaffolding the conceptual modeling of the task (Wisconsin Center for Education Research, 1996). On the other hand, a multimedia computer program like The Nardoo River (Interactive Multimedia Pty Ltd, n.d.) provides a suite of tools that allow students to design investigations and make decisions based on simulated outcomes.

This chapter focuses on a specific way of using technologies: using computers as mindtools (Jonassen, 1996, 2000b) to support group problem solving. There are several key attributes of a mindtool. First, mindtools are applications of computer-based tools or learning environments, which could include such things as a spreadsheet, semantic networking tools, and online discussion forums. Unlike computer tutorial programs that act as a tutor to conduct instruction, a mindtool is not hard-wired with domain knowledge. Instead, it affords an environment for a learner to work on, yet constrains the learner to represent his or her knowledge in a specific formalism. For example, an online discussion forum with suggested sentence openers constrain a learner on the ways to think about and present an idea on a topic; but the content knowledge in the forum is provided by the learner, not programmed in the computer.

Second, the main goal of using these tools is to engage a learner in complex thinking. Jonassen adopted the Integrated Thinking Model proposed by Iowa Department of Education (1989), which includes processes like problem solving, decision making, designing, analyzing, evaluating, and synthesizing. In short, the goal of using a mindtool is to engage a learner in higher order thinking. Technologies are not used for facilitating the administrative or logistic processes that are subsidiary to learning, but for mindful engagement of learners in knowledge construction. In other words, mind-tools are computer-based applications that engage learners in constructivist learning (Duffy & Jonassen, 1992), rather than as instructivist tools.

Third, mindtools are cognitive tools which are “technologies, tangible or intangible, that enhance the cognitive powers of human beings during thinking, problem solving, and learning” (Jonassen & Reeves, 1996, p. 693). The applications of mindtools aim to achieve the effects of learning with and learning of technology (Salomon, Perkins, & Globerson, 1991). As an intellectual partner that a person learns with, a computer-based tool affords the learner a learning space to perform actions that would otherwise be impossible or difficult to achieve. For example, a computer-supported collaborative argumentation tool (e.g. QuestMapTM) allows multiple users to work on and expand some arguments collaboratively. In this partnership, the computer plays the role in rapid digital calculations to connect, represent and visualize the learner’s arguments, while the learner is engaged in higher order thinking about the quality of an argument. Another important reason for using this mindtool is the effect of its use, which can be the development of improved skills and mastery of problem-solving strategies (Salomon, Perkins, & Globerson, 1991). In other words, the learner could eventually perform the higher order thinking without the support of the tool. A mind-tool thus acts as a scaffold, supporting a learner to achieve a higher level task. In a way, it extends Vygotskian concepts of scaffolding, which traditionally involves people, either adults or more capable peers, who provide guidance and support to the learner. In this case, technology provides support to a learner, empowering the learner to perform more complex tasks and enabling them to develop skills (effects with technology) such that they would be able to perform the tasks independently (effects of technology).

Alternative Pathways Forward

Jonassen’s design theory of problem solving and concepts of mindtools provide the foundation for research and instructional design on learning environments that support problem solving. Scanning the literature, Jonassen’s theoretical frameworks could be systematically studied in numerous ways with various research foci; the frameworks could be used to organize extant studies. For example, Lauenbacher et al. (1997) and Orrill (2002) studied technological tools that support distributed problem solving; Zumbach, Hillers, and Reimann (2003) and Zumbach and Reimann (1999) examined approaches of supporting distributed problem solving in an online environment, through the use of feedback mechanisms and through collaborative argumentation; whereas Kapur and Kinzer (2009) and Kapur, Voiklis and Kinzer (2008) analyzed group interactional behaviors in a synchronous CSCL environment. In this chapter, rather than reviewing various research studies, I focus on the approaches of research and their respective implications on instructional design.

Theory Constrained Research Design and Instructional Design

This section illustrates how theoretical frameworks for problem solving and mindtools could be used for research and instructional design, using deductive reasoning. Several research papers seem to have adopted this approach, including Cho and Jonassen (2002), Ge and Land (2003), Tan (2000), and Wijekumar and Jonassen (2007). I will illustrate this approach using the paper by Oh and Jonassen (2007), beginning with a synopsis of the study.

In the study by Oh and Jonassen (2007), 58 undergraduates in a Teacher Development Program were engaged in solving classroom management problems, which were categorized as diagnosis-solution problem. Two main independent variables were identified: the effect of constraint-based argumentation scaffolds and students‘ epistemological beliefs. The dependent variables included students’ online argumentation behaviors, argumentation skills and their problem-solving processes. The transfer of argumentation skills and the impact of epistemological belief in individual problem-solving performances were also examined. Three treatment conditions were compared, including two types of scaffolded online discussion (constraint-based versus threaded discussion) and no online discussion (control group). For the constraint-based forum, Future Learning Environments (FLE), a computer-supported collaborative argumentation tool, was used to provide a hard scaffold in the form of six message types that represent various argumentation sentence openers. Among other findings, it was found that the scaffolded (FLE) group generated more evidence message than the threaded group, whereas the converse was true for verification notes. The authors inferred that the scaffolded group was engaged in generating grounds (evidence) in argumentation whereas the threaded discussion group was more engaged in meaning making. No significant difference was found for rebuttal, indicating the reluctance among the students to challenge alternative perspectives. In terms of online problem-solving behaviors, the scaf-folded group had significantly higher occurrences of comments on problem space, hypotheses, and testing of hypotheses. In terms of epistemological beliefs, students‘ belief in simple knowledge was the strongest predictor for their online argumentation performance. In sum, the study revealed the positive effects of scaffolding on online argumentation and problem solving, though there was a need to guide the students to be more engaged in rebuttal and elaboration. The study also provided some evidence on the relationships among students’ epistemological beliefs, their argumentation behaviors and problem-solving performance.

I will now attempt to infer the underlying thought processes and logic in the previous study, which are not explicitly stated in the report. At a macrolevel, the contextual conditions and the design theory of problem solving influence what is to be studied. Specifically, the context of the study involves designing classroom management instruction in a teacher education program and problems within this specific discipline are identified. The categorization of classroom management problems as ill-structured diagnosis problems is apparently guided by the problem variations in Jonassen’s design theory (2000a). Subsequently, the diagnosis problem forms the context of the study while the research questions focus on the effect of scaffolding students for this type of problem solving.

More specifically, the intervention approach is likely to be guided by the theory of solving ill-structured problem, where argumentation in a group setting is one of the key processes. It is thus important to consider how to scaffold the argumentation skills among learners. It was decided to impose constraints in the form of argumentation sentence openers. FLE, a mindtool that supports collaborative argumentation, was selected because of its affordances in providing a networked communication platform that could provide the necessary scaffolds.

The research design and methods are guided by theories of educational research methodologies as well as theory on mindtools and design theory of problem solving. The design theory of problem solving is used to inform how the problem-solving performance could be assessed. Likewise, litera-ture on epistemological beliefs provides the framework to select an appro-priate instrument. The study of problem-solving behaviors is an examination of the effects with the mindtool (FLE) whereas the investigation of retention of learning is an examination of the effects of the mindtool.

Discussion and interpretation of the findings are constrained by the design theory of problem-solving and theory of mindtools. For example, there are implicit hypotheses that challenging alternative perspectives should occur more frequently and scaffolded group should perform better in problem solving. The findings that scaffolded group did not perform better in overall problem-solving assessment was explained by instructor’s effect. Likewise, alternative explanation (cultural influence) was invoked for the unexpected low occurrence of rebuttal in students‘ argumentation. The paper suggests that constraint-based collaborative argumentation is effective to some extent, but there is a need to provide more scaffold to university students in solving ill-structured problems, particularly in the area of elaboration and rebuttal. Educators need to be cognizant of the culture that shapes student’s epistemological beliefs.

In short, the underlying epistemological stance of the research study is that of deductive reasoning. The design theory of problem solving, mindtools, argumentation and students‘ epistemological beliefs constrain and guide the study, from conceptualizing the study to deriving inferences from the findings. The findings serve to validate the theories. Unexpected findings are regarded as inconclusive and alternative mediating factors are invoked to provide possible explanations. In the next section, I will describe an alternative approach to advance the research agenda in technology-supported group problem solving.

Design Experiment: Integrated Research and Design

An alternative approach to the deductive logic in research and instructional design is design experiment, which is favored by researchers in the field of learning sciences. Jonassen, Cernusca, and Ionas (2007) suggest learning sciences as an alternative to the instructional science. To them, learning sciences is a discipline that is multitheoretical and multidisciplinary; it draws upon a range of theoretical perspectives that are grounded in constructivism, including cognitive anthropology, situated learning, distributed cognition, social cognition, activity theory, and Deweyian pragmatism. In contrast, traditional instructional design is premised on information processing theory. In learning sciences, the focus of the learning activities is engaging learners to solve complex and authentic problems typically in a collaborative environment supported or mediated by technology. The goals are not acquisition of facts and procedures but learners‘ ability to engage in knowledge building, conceptual change learning, reflective and collaborative meaning making. Jonassen, Cernusca, and Ionas (2007) described the research practice of learning sciences as “the integration of design and research” (p. 47).

Currently, there is apparently no design experiment study that declares its influence by Jonassen’s design theory of problem solving and mindtools. In this chapter, to illustrate what it might look like and to discuss its potential, I relate a study that involves the use of a networked technology for group problem solving. Yeo (2008) conducted a design experiment in a Singaporean high school that attempted to implement problem-based learning pedagogy. More details could be found in Yeo and Tan (2010, 2011) and Yeo, Tan and Lee (in press), which were reports derived from Yeo’s study (2008).

Yeo’s study (2008) examined learning of physics among three groups of Grade 9 Singaporean students over three cycles of design, implementation and evaluation. The main foci of investigation included how PBL was enacted in the high school classroom and how students‘ scientific conceptions progressed during the PBL process. A computer-supported collaborative learning (CSCL) tool, known as the Knowledge Constructor, was developed to support problem-solving processes. The main sources of data included video and online discussion data. The analysis framework that combined cultural-historical activity theory or CHAT (Engestrom, 1999) and systemic functional linguistics provided the tools for analyzing the classroom activity system and the meaning making process enacted in the three research cycles. Findings from one research cycle were used to inform the intervention of the next cycle.

In the first cycle (see Table 9.1), a team of physics teachers in the school espoused the goal of implementing the medical model of problem-based learning. They developed a problem-based learning (PBL) framework, which was used to guide their development and implementation of the physics lessons. In this cycle, the researchers (including the author) focused on ethnographic observation of the lesson implementation. Using CHAT as a framework of analysis, among other findings, we found the following contradiction in the system: the reversal of tool and object in the activity system. Specifically, the espoused motive of implementing PBL was not enacted; rather, the underlying and hidden motive of the teacher was on imparting knowledge. Thus, the problems were used as a mediating tool to achieve the object of teaching the content knowledge. Using a widely cited model of PBL offered by Savery (2006) and Savery and Duffy (1996) as a reference, we suggested changes to the design strategy, which was to focus on problem solving as the object of the activity system.

The second intervention (see Table 9.1), however, revealed yet another problem: The students were too obsessed with getting the right answers to the problems and some of them resorted to solving the problems with simple heuristics and trial-and-error method, rather than to systematically tackling the problems with the relevant physics principles. In short, the students were task-focused, yet at the expense of their learning. This also exposed one of the weaknesses of transferring the medical model of PBL to a high school. In a medical school, the interns go through intensive courses focusing on disciplinary knowledge. PBL could engage them to apply their knowledge in diagnosing complex and authentic medical cases. In a high school, the students


Table 9.1 The three iterations of intervention study on designing a problem-based learning environment

	
	Research cycle 1
	Research cycle 2
	Research cycle 3



	Nature of study
	Ethnographic
	Intervention based on fi ndings from Cycle 1. Rationalization of tool and object in the activity system.
	Intervention based on fi ndings from Cycle 2. Integration of  knowledge building into PBL.



	Theoretical basis
	PBL (Savery, 2006 )
	PBL (Savery, 2006 )
	PBL (Savery, 2006 ) + Knowledge Building (Scardamalia and Bereiter, 2006 )



	Intervention design
	Teachers’ design based on their interpretation of PBL
	Co-design based on researchers’ interpretation of PBL
	Co-design based on researchers’ suggestion to integrate PBL and knowledge building



	Key fi ndings
	Problem was used as the tool , the manifested object was physics content knowledge, the outcome was mastery of this knowledge.
	Knowledge is the tool and problem is the object . Students found solution without using the knowledge specifi ed in the formal curriculum.
	Evidence of achievement of dual goals — mastery of content knowledge and effective problem solution.




are expected to gain the necessary knowledge and engage in the problem solving at the same time. That means greater extent of scaffolding is needed.

In the third intervention (see Table 9.1), the researchers and the teachers revisited the PBL theory and incorporated knowledge building (Scardamalia & Bereiter, 2006) in the process. Instead of a single phase problem solving, after defining the problem space and their knowledge gaps, the students engaged in knowledge building to develop deeper understanding of the physics concepts, theories, and principles that they identified to be useful in solving the problems. This process was supported by Knowledge Constructor, a CSCL platform that was designed by the school and developed by a commercial vendor. In essence, Knowledge Constructor is an online discussion forum with a graphical interface; icons, representing different types of ideas, help to constrain the ways ideas can be represented and discussed. Consequently, in this third intervention, there was a better balance between the dual goal of achieving better understanding of subject knowledge and developing the students‘ problem-solving skills.

Overall, among other findings, the theory of PBL was examined. We saw correspondence of learning in the three cycles of research with the three metaphors of learning (Paavola & Hakkarainen, 2005; Sfard, 1998): knowledge acquisition, learning through participation, and knowledge creation. In the first phase of the research cycle, knowledge was treated as commodity that could be transferred from the teacher to the students through didactic instruction. In the second phase, learning through participation in a community was assumed. The validity of this assumption was later questioned because the community of learners was different from a community of practitioners. In the third phase, learning through knowledge creation was integrated with learning through participation, which engaged the students in developing conceptual understanding of domain knowledge and later problem solving. We concluded that in a high school setting, situating PBL in a knowledge creation paradigm supported science meaning making more effectively than in an acquisition or a participation paradigm. Therefore, a PBL framework that is based on knowledge creation paradigm, where there is a codependence between problem solving and knowledge building, is proposed for supporting the process of science meaning making in a high school.

Comparisons of the Two Approaches

The two approaches bear several similarities. First, theories are used to guide the research and design practices. We have illustrated the influence of design theory of problem solving, as well as other theories like collaborative argumentation, throughout various phases of research in the study by Oh and Jonassen (2007). In the study by Yeo (2008), the medical model of PBL and knowledge building guided the research intervention and analyses. Second, mindtools, in the form of a network technology to support interactions among learners, were used in both studies. The key affordances are similar: providing a platform that affords communication among learners, yet constrains the interactions with sentence openers or types of ideas. The main strategy underlying this approach is scaffolding with computers as an intellectual partner. It imposes constraints on the ways students write their messages (effect with technology) with the ultimate goal that such thinking habits or strategies for problem solving will be developed in students (effect of technology). Both approaches rely on reifying and capturing students‘ ideas in the form of text or graphics, which are stored in the forum database to be revisited, revised and improved upon. The process engages the students in reflective thinking and idea improvement.

On the other hand, there are differences between the two approaches, which are labeled as Approach A and Approach B in Table 9.2.

The Role of Design Theory

It is important to clarify that in this section, theory refers to design theory that could guide research and instructional design. In the words of Cobb, Confrey, deSessa, Lehrer, & Schauble (2003), the theory “must do real work” (p. 10) in guiding design of the intervention. Thus, we are talking specifically about design theory rather than grand theories like constructivism that are too remote to practical applications. In Approach A, the design theory


Table 9.2 Differences between the two research approaches

	
	Approach A: Theory constrained approach
	Approach B: Design experiment



	The roles of a theory
	Theory is assumed to be valid, which constrains and guides research and instructional design.
Theory informs research and instructional design.

	Theory can be examined in the research process; it is regarded as a foundation and a launch pad for research.
Theory evolves with research and instructional design.




	Relationships among theory, research and instructional design
	Research to validate hypothesis generated from the theory.
Evaluation fi ndings within instructional design process is program specifi c, not transferable.
Iterative research cycles are optional and could be treated as discrete projects.

	Research to improve practice and design theory.
Research  yield fi ndings that are program specifi c and information that is transferable to some extent.
Design experiment approach using iterative improvement; Iterative research cycles are necessary.




	Relationships among researchers, instructional designers and participants
	Researchers are likely to be different from instructional  designers; however, both tend to take control of the design of the learning environment.
Participants follow the specifi ed learning pathway; they provide feedback about the intervention from their performance or their refl ection.

	Researchers take on the roles of instructional designers
Participants could be codesigner of the learning situation and could  play active role in the analysis.





adopted is assumed to be valid. For the study by Oh and Jonassen (2007), I have discussed the influence of theory in various phases of research. Theory improvement, however, was not featured. There is an implicit assumption that the theories adopted are valid; findings that do not cohere with the hypotheses are deemed inconclusive and other mediating factors are offered as possible explanations for the deviation. In Approach B, on the other hand, the initial design theory employed was the medical model of problem-based learning. This theory, however, was examined when unexpected finding was uncovered in the second iteration. A new theory was sought to guide the design, which culminated in an integrative approach that incorporates a knowledge building phase within the problem-solving framework. Incidentally, Bereiter and Scardamalia (2000) contrasted knowledge building with the medical model of problem-based learning. They regarded knowledge building as a process of working on problems of understanding; and the goal of knowledge building is not to reach a conclusion, but to advance collective understanding of participants. Thus, in Approach B, theory is treated as a foundation and improvement of the design theory is an intentional goal. Cobb et al. (2003) highlighted the “prospective and reflective” (p. 10) faces of design experiments: the reflective side uses theory to design the intervention, and the prospective side capitalizes on the emergent pathways and alternative to improve the design theory.

Taking Approach A, it means that design theory of problem solving could be regarded as a framework upon which numerous combinations of factors could be evaluated for design of problem-based learning environments. Improvement to this design theory will require a separate and dedicated attempt to scan the literature and to rationalize the theory. Approach B, however, takes the current design theory as a version of theory that could be examined and fine-tuned in the research cycles. Thus, rather than treating design theory as the ceiling, limiting what can be and should be done, theory is used as the launch pad that could lead to improved theory and practice.

Relationships among Theory, Research, and Instructional Design

Following the above analysis, the purpose of Approach A is to validate the theory and its applications in a specific context. Findings that cohere with the theory enhance the confidence of its applications in instructional design; otherwise, instructional designers need to be cognizant about possible mediating factors. Details about these mediating factors could be illuminated with future studies. In other words, the research provides instructional designers with information about the confidence level of using the theory in guiding the design and implementation of a problem-based learning environment. Thus, theory precedes research and instructional design, but there is no absolute necessity for instructional design to be informed by research. Instructional design guidelines could be derived logically from the theory. For example, Jonassen (2002) provided examples of potential architectures for designing online problem-based learning for story problems and trouble-shooting problems, based solely on his design theory. The traditional instructional design process could be conducted independent of the research process because it usually includes evaluation as a component that serves the purpose of providing feedback to the instructional designer about the effectiveness of the instructional design process.

Approach B has dual goals of improving the design theory as well as the instructional design practice through the iterative process. Cobb et al. (2003) described the dual purpose of a design experiment: “to develop a class of theories about both the process of learning” as well as to develop “the means that are designed to support that learning” (p. 9). Rather than controlling variables, a design experiment reflects the “messiness” of a real life learning situation where there is interplay of multiple variables (Collins, Joseph, & Bielaczyc, 2004, p. 20). More explicitly, Jonassen, Cernusca, and Ionas (2007) explicated the integrative nature of research and design, which means that instructional design is an integral part of a design experiment. This has further implications on the generic instructional design process and suggests a re-examination of the role of evaluation in the instructional design process. Even though an evaluation study could share similar data collection and analysis methods as research, the key difference from research lies in its program specificity: it is intended to inform the practice of a particular program or object of evaluation. A research study, on the other hand, carries some degree of transferability. Design experiment serves the dual purpose of advancing domain specific design theory, yet at the same time, improving the practices. Thus, rather than segregating the processes of improving theory, conducting research and designing instruction, these three processes could now be integrated.

In Approach A, each research study is a discrete project. From a macro perspective, each research project could be influenced by the past studies and they could engender future studies, but there are weak links among the various iterations of projects. That means the projects need not strictly follow the same theoretical arguments or similar goals. In Approach B, having iterative cycles is an essential feature of a design experiment. Such a methodology could potentially yield better practices, though it demands greater amount of resources.

The above examples also highlight the profound influence of epistemological assumptions of the design theory on the research methodologies, although this is not an inherent effect of the research approach.

As a strong advocate of constructivist learning (Jonassen, 1990, 1999), Jonassen’s design theory on problem solving (2000a) is strongly influenced by cognitivist perspectives of learning. This is perhaps most evident in the various factors related to individual differences (Jonassen & Grabowski, 1993), including cognitive control and metacognition. According to Greeno, Collins, and Resnick (1996), a cognitive perspective on learning as the view that “treats knowing as having structures of information and processes that recognize and construct patterns of symbols to understand concepts and exhibit general abilities, such as reasoning, solving problems, and using and understanding language” (p. 18). Consequently, in the study by Oh and Jonassen (2007), the unit of analysis focuses on individuals; individual’s argumentation skills and problem-solving performance were analyzed.

Yeo (2008), on the other hand, adopted a situative perspective toward learning, where knowing is “an activity that takes place among individuals, the tools and artifacts that they use, and the communities and practices in which they participate” (Greeno, Collins, & Resnick, 1996, p. 20). Consequently, the focus of analysis was on the class as an activity system, rather than individuals; discourse analysis was also employed to analyze interactions among the learners, rather than to assess the performance of individuals. In other words, the unit of analysis is a group and the emphasis is on the processes, rather than individual outcomes.

Relationships Among Researchers, Instructional Designers and Participants

In Approach A, researchers and instructional designers are usually not the same people. In fact, they assume very different identities. A researcher’s role focuses on academic work that is valued for theory contribution. An instructional designer is regarded as a practitioner who applies the knowledge of instructional design theories to design learning environment for real life applications. Both researchers and instructional designers tend to take control of the design of the learning environment, while participants need only to follow the designed pathway of learning. Feedback about effectiveness of the learning environment could be obtained by observing the participants, interviewing them or assessing their performance. In short, there was clear division of roles and identities of researchers, instructional designers and learners.

In Approach B, the design nature of the experiment compels the researcher to act also as an instructional designer. Such role could be augmented by codesigning the learning environment with some participants (e.g. a teacher). In the study by Yeo (2000), the researchers codesigned the problem-based learning lessons with the teachers in Phase 2 and 3 of the study. The participants also played more active roles in the analysis of data (Collins, Joseph, & Bielaczyc, 2004). In another study that involved design experiment, Marton and Pang (2006) illustrated an approach that leveraged the distributed expertise of teachers and researchers in a community, which also transformed the traditional working relationship between researchers and teachers: from that of an expert-practitioner relationship to that of a codesigner and coresearcher of a classroom environment. With such a structure and social arrangement, researchers could focus on validating theories while practitioners test their tacit knowledge about possible interventional approaches. Incidentally, drawing ideas from some industry research and development sectors, a similar approach, known as networked improvement community (Bryk, Gomez, & Grunow, 2010), is emerging. It is an approach of using a network of researchers, instructional designers and practitioners as agents to produce rapid iterative cycles of design, prototyping, and testing.

Conclusion

Among many contributions David Jonassen has made to the field of instructional design and technologies, he has pioneered the use of computers as mindtools and offered a design theory of problem solving, thus providing a framework that could guide researchers and instructional designers in designing problem-based learning environments. This chapter contrasts two broad approaches in advancing research agenda and instructional practices on group problem solving, supported by the use of networked communication technologies as a mindtool. One approach regards the theory as a framework that guides research and instructional design processes; as a valid framework, the theory imposes constrains on these processes and remains unchallenged. Research and instructional design are discrete activities that could be independent of each other. The other approach, the design experiment approach, aims to improve both the theory and practice, and integrates research and instructional design. It also restructures the relationships among researchers, instructional designers and participants.

By comparing and discussing the two approaches, this chapter does not intend to assess or to make a judgment on which approach is superior. Rather, it serves as a reflection on our assumptions about theory, method and instructional design (cf. Wilson, 2005). It aims to reveal alternative paradigms of our beliefs and values about design theory, research and instructional design, which could lead to alternative pathways of agenda of supporting problem-based learning environment with mindtools. It presents different ways of research methods and instructional design, and non-traditional ways of embracing practitioner’s voices or leveraging insider’s perspectives for research and instructional design. This diversity in approaches could enrich the field of research and instructional design practices, and would likely benefit a wider group of participants.

As a researcher or an instructional designer who is interested in participating in this agenda of designing technology-supported problem-based learning environment, what are your underlying beliefs and ideologies? How would you conduct your research and instructional design practices? How would you contribute to this field?
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10 Reconsidering Epistemology, Learning and Design
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Introduction

Designers face varied, often competing, demands across different disciplines and clients. This has stimulated significant but divergent demands from social scientists, professional educators, training professionals, basic scientists, and K12 and post-secondary educators. While prospects appear unlimited, the approach needed to address these design challenges continues to be disputed. Disagreements concerning the role and influence of differing theoretical, philosophical, epistemological and pedagogical perspectives on design have been debated for more than a century, but with little resolution (see, e.g. R.E. Clark, 1983; Kozma, 1991; Sheehan & Johnson, 2012). Constructivists, for example, define learning as “a change in social activity that integrates what is known with how one came to know it” (Tobias & Duffy, 2009, p. 8). They present evidence that different approaches facilitate learning, especially for ill-structured problems and in ill-structured domains. Critics, however, question the basis for these assertions as well as the implications for associated design practices. Criticisms have been levied against a range of learning approaches including discovery, problem-based, experiential, and inquiry-based teaching. While the debates often center on constructivism versus objectivism, I argue that the design issues require close examination of underlying theories, epistemologies and research appropriate for directed versus non-directed approaches to support learning.

Fundamental questions are apparent: Can (or should) design requirements reflect presumed underlying epistemological beliefs and values? This chapter compares perspectives advanced by supporters and critics of nondirected learning environments in learning and design, and how non-directed learning approaches influence design. My intent is not to repeat arguments that have already been debated exhaustively, but rather to clarify contentions that underscore the implications for non-directed approaches to design.

Epistemology, Theory and Design

According to Jonassen (2008), students “attribute too much truth-value to theories … accept theories … without questioning the meaning or veracity … are unable to adequately criticize or evaluate the utility of theories [and] often misinterpret and misapply them. If we expect our students to base research and design decisions on theories, then we must teach students to treat them differently“ (p. 45). He then stated, ”The proper study of theories is rooted in epistemology, the branch of philosophy that deals with the nature of knowledge and truth. Epistemology is concerned with fundamental questions, such as: What is knowledge? What do people know? How is that knowledge acquired?“ (p. 46).

Nearly a century ago Dewey (1916) described user-centered learning as “that reconstruction or reorganization of experience which adds to the meaning of experience, and which increases ability to direct the course of subsequent experience” (p. 76). Human reasoning, in effect, involves selfaction, interaction, and transaction; individuals initiate or act differently according to context-specific circumstances. Dewey (1938) subsequently advocated providing students opportunities to test hypotheses and explore issues critically, which lie at the heart of non-directed learning design. Similar beliefs are now evident across diverse learning environments including discovery learning, problem-based learning, and inquiry-based learning.

Emerging Differences in Learning and Design

Recent research confirms wide variations in philosophies and methods among instructional designers (Sheehan & Johnson, 2012). Unlike “mere vehicles,” Winn (1992) suggested distinctions between design as delivery of content and design as tools, or shells, that embody epistemic and learning assumptions differently. The tool metaphor offers an alternative view as neither the product nor object, but rather as enabling designer shells that rely less on hierarchical content organizers but as the means through which designs are dynamically constructed.

Other important, but largely overlooked differences exist between the values, beliefs and practices across disciplines (Stroble, Cernusca, & Jonassen, 2004). Increasingly, educators strive to immerse students in the everyday culture and practices in mathematics, history, science, law, medical education and engineering. Significant advances have been spearheaded largely by scholars outside the IT (instructional technology) design traditions, who have pushed the forefront of design. It is designers who determine how much or how little we enhance the disciplines we presume to support. The needs of clients have expanded and evolved, as has the instructional designers preparing to support those needs; we risk becoming insulated from important developments and further isolated from those we would other-wise support” (Clark & Hannafin, 2011).

Boling and Smith (2011) also described basic differences in design foci — some built upon validated design principles, others on problem-solving. Not all learning environments can successfully apply the same principles to address vastly different design requirements. Tam (2000) noted that the design task requires providing a rich context within which meaning can be negotiated and ways of understanding can emerge and develop. She concluded that the debate among scholars and practitioners is essential for clarifying foundations and assumptions as well as for promoting understanding of the value of different perspectives and methods. There is no single way to conceptualize learning or instructional systems.

Jonassen (2008) characterized design as iterative decision-making. Designers weigh constraints and functional specifications to determine design requirements (materials, functionality, style, medium, etc.) based on emergent problem constraints and personal biases. “Decisions represent a moderately ill-structured kind of problem in which the problem solver evaluates two or more optional outcomes and commits to an option … Decisions may be simple, or they may be complex, involving multiple options, multiple criteria, along with numerous perspectives on each criteria” (Jonassen, 2012, p. 341). Similarly, Marston and Mistree (1997) noted, “The principal role of the designer is to make decisions. Decisions help to bridge the gaps between idea and reality, decisions serve as markers to identify the progression of the design from initiation to implementation to termination” (p. 1).

Self-Directed, Self-Regulated Learning (SRL)

Methodological differences need to account for fundamentally different theories, epistemologies, and assumptions about learning (Jonassen, 2008). Design demands, therefore, are rapidly changing; strategies must vary according to shifting learning goals, contexts, and requirements. Critical differences are evident in the nature of and goals for learning. Alternatives are needed to guide and support individual sense-making and reasoning; alternatives do not direct learning to specific defined outcomes uniform across learners, but rather support the individual’s negotiation of meaning base on individual goals and needs.

SRL (self-regulated learning) approaches often share epistemological and theoretical foundations. Collectively, their focus encompasses a range of SRL approaches including problem-based learning (Dochy et al., 2003; Savery, 2006), project-based learning (Blumenfeld et al., 1991), studentcentered, open learning environments (Hannafin et al., in press), case-based learning (Erskine et al., 1998), cognitive apprenticeships (Collins, Brown, & Newman, 1989), and anchored instruction (Cognition and Technology Group at Vanderbilt, 1992). According to Kuhn (2007), student inquiry skills and strategies have become increasingly critical to contemporary, dynamic, education at all levels. Individuals pursue resolution to ill-defined issues, formulate and test hypotheses, design plans, collect and analyze information, and generate and evaluate solutions or artifacts of their understanding. SRL designers nurture and guide the pursuit of deep understanding via self-directed activity. Individuals are scaffolded and guided individually as they learn; they rarely engage in pure discovery as characterized by Mayer. In a recent debate contrasting perspectives on learning and design, I argued that: “No single design methodology is sufficiently robust to address the diversity and complexity of all learning goals” (Clark & Hannafin, 2011, p. 377).

Appropriate methodologies do not simply separate objectivists from relativists but guide the disciplined study of any research questions that reveals appropriate design strategies. Where research questions can be welladdressed via “gold standard” experimental rigor, such methods are warranted and necessary; to the extent they cannot be appropriately addressed by such methods, however, the methodology must vary accordingly. Kuhn (2007) suggested that direct instruction research and associated design strategies fail to answer the questions posed by SRL advocates. She suggests that typical SRL research and design questions require methods that differ in focus and intent to gold-standard methods advocated by critics. Similarly, Hmelo-Silver et al. (2007) analyzed findings from a range of PBL and inquiry learning studies which provided empirical support for SRL. Land, Hannafin, and Oliver (2011) also reported numerous student-centered efforts with compelling evidence for effects and impacts, as well as issues and concerns for both researchers and designers.

The potential and applicability of student-centered approaches has been well-supported, but persistent questions remain. If traditional experimental methodologies do not adequately address SRL learning and design questions, which methods are needed? Research supporting SRL design has documented effects for knowledge acquisition and application, problem solving, critical thinking, decision making, collaboration, and communication skills. Flynn and Klein (2001) reported that college students who engage in collaborative, case-based learning are more highly motivated and learn more effectively than those working independently. Meta-analyses indicated that PBL offers significant benefits over traditional methods of education (Gijbels et al., 2005; Vernon & Blake, 1993; Walker & Leary, 2009). PBL students gained slightly less knowledge, but retained the knowledge over longer periods of time and applied the knowledge and skills more effectively that those receiving direct instruction (Dochy et al., 2003). PBL improvements were also reported for thinking and problem-solving skills, effective communication skills, and for their own learning (Lieux, 1996).

Several researchers have documented both effective and ineffective SRL approaches. Case-based learning, for example, immerses learners in authentic contexts that require examination of alternative solutions (Erskine et al., 1998; Levin, 1995). Meta-analyses indicated that PBL offers significant benefits over traditional methods of education (Gijbels et al., 2005; Vernon & Blake, 1993; Walker & Leary, 2009). Students in PBL gained slightly less knowledge, but retained it over longer periods of time and tended to apply the knowledge and skills more effectively than those receiving direct instruction (Dochy et al., 2003). PBL students also developed stronger thinking and problem-solving skills, more effective communication skills, and a greater sense of personal autonomy than did students who received direct instruction (Lieux, 1996). Project-based learning researchers have documented similar benefits for both professional and academic purposes. Engineering students confronted open-ended, real-world problems that required the application of engineering concepts and interactions with outside clients. Employers reported that those who addressed real-world tasks were “more mature, had greater communication skills, and had a greater understanding of working with clients” (Chinowsky et al., 2006, p. 123). Charney et al. (2007), while teaching science as inquiry, reported that apprenticing high school students with university scientists improved students’ hypotheses generation, considered alternative hypotheses, provided appropriate models and logical arguments, connected ideas, extended concepts, and posed relevant questions. According to Eskrootchi and Oskrochi (2010), middle-schoolers who participated in project simulations comprehended domain content knowledge, improved attitudes toward science and learning, and invested additional time and effort in their studies.

Still, while evidence is promising, SRL strategies do not universally support all types of learning for all learners. Schwartz and Bransford (1998), influential in developing and validating the Jasper Woodbury mathematics series, reported that didactic instruction was needed to provide essential domain knowledge for young students with limited prior knowledge. Hill and Hannafin (1997) noted that limited domain knowledge and technology facility can confound the implementation of support strategies. Similarly, Şendağ and Odabaşl (2009) reported that online PBL did not improve mathematics content knowledge appreciably, although critical thinking skills increased. Medical students with limited prior science knowledge reported greater difficulty when encountering embedded domain content within PBL, while those who completed individual prerequisite courses did not (Tedman et al. 2011). Many students lack the background and metacognitive wherewithal to regulate their learning (Hannafin & Land, 1997) and require significant support. Thus, fundamental design questions remain as to which strategies are most appropriate for different priorities and contextual assumptions

Design for Self-Regulated Learning

For self-directed, online learning, Song and Hill (2008) noted that instructors need to align their own epistemological beliefs with the practice of instructional design that is explicitly student centered. Can we support individually different goals, needs, and demands across diverse learners? Using grounded design, consider how we may clarify contextually specific epistemological perspectives, support associated learning goals and needs, and align epistemology, methodology, and assessment.

We have applied underlying assumptions for learning environments and integrated grounded design practices (see Hannafin, Lee & Chang, in press). The recognition of a client’s values and goals is critical to assessing implications for design. Designers recognize similarities to, and differences between, personal perspectives and the client’s values and goals for learning. Unfortunately, the failure to acknowledge such differences, or to one’s views to the exclusion of, or detriment to, the client’s perspectives, mismatches the over-arching frame of the product or service. This is evident independent of the designer’s particular views; designs that are not consonant with and support the client’s goals and needs provide fixed solutions to undefined learning goals and needs.

Grounded design also involves recognizing the assumptions attendant to given learning goals. Clients may espouse relativist learning goals seeking to promote individual reasoning over canonical “correctness” of domain content. For example, a client’s goal may be to examine scientific discoveries from different cultural perspectives to compare perspectives, evaluate individual differences, and recognize how events are documented in different regions of the world. The foundation may draw psychologically from situated cognition theory rather than behavioral theory to demonstrate the influence of situated thinking.

The pedagogical design requirements need to support, and be consistent with, the associated perspectives and foundations. Assuming the above epistemological and psychological assumptions, some design strategies are better aligned than others. In the ongoing example, the designer seeks validated strategies for similar learning goals. Given the situated cognition frame, anchored instruction may well promote the desired while examining different documents, but the context may also involve competing priorities such as evident in accountability-oriented which emphasize performance on standardized assessments. To address McCaslin and Good’s (1992) concerns for compliant cognition, the designer may emphasize examples of where various aspects are documented differently.

Technological, cultural and pragmatic foundations must also be weighed in planning and implementing appropriately grounded designs for learning. Given contextual availability and constraints, the designer may include threaded discussion boards to highlight similarities and differences in individual or group interpretations, provide learning objects comprising collections of different accounts, provide an in-house blog to support students in organizing and representing differences in perceptions, sharing of interpretations, and exchanging comments. Students may seek further Web documentation beyond the repository to catalog editorial opinions as they co-construct positions and opinions, and collaboratively document shared knowledge in a wiki. Assessments might focus on individual and group artifacts documenting positions and justifications, revised position papers with supporting argumentation, and presentations demonstrating changes in student reasoning as documented over time.

Criticisms of SRL

Clearly, authorities have raised serious questions regarding the credibility and wisdom of SRL and its underlying assumptions. Critics have challenged the validity of the current shifts in theory, epistemology, and practices that guide self-directed designs. Are epistemological shifts unprecedented and unwarranted, as suggested by Merrill, Drake, Lacy, Pratt, and the ID2 Research Group (1996)?


Too much of the structure of educational technology is built upon the sand of relativism, rather than the rock of science. When winds of new paradigms blow and the sands of old paradigms shift; then the structure of educational technology slides toward the sea of pseudo-science and mythology. We stand firm against the shifting sands of new paradigms and “realities” … We boldly reclaim the technology of instructional design that is built upon the rock of instructional science.

(Merrill, Drake, Lacy, Pratt, and the ID2 Research Group, 1996, p. 7)



Clark (in Clark & Hannafin, 2011) note that:


“Solid evidence, collected by many researchers over the past half century clearly indicates that many of our popular design strategies and enthusiasms are groundless or worse. We avoid evidence that some of these opinion-based strategies can cause people to become more ignorant than they were before they tried to learn something”.

(Clark & Hannafin, 2011, p. 375)



He speculated that interest in constructivism may be fueled by lack of “motivation or training necessary to invest the effort to carefully review complex research on learning and instruction … ambivalence about research training…optimal guidance for external goals is also optimal for self-chosen goals” (p. 375). Clark also suggested that while individuals may prefer to pursue individual goals but questioned whether self-regulation was warranted: “What I want to find (and so what I value most) is fully guided instruction.optimal guidance for external goals is also optimal for selfchosen goals” (p. 375).

Clark’s (1983) often-cited, classic criticism of media comparison research provided sound and well-reasoned arguments that underscored flaws in traditional, but widely disseminated, media research. It also, however, stimulated critical distinctions between those who focus on learning with versus learning from media. Kozma (1991), who advocated for reconsidering media as tools rather than delivery devices, challenged Clark’s position as an “unnecessary schism between medium and method” as he distinguished learning from media from learning with media: “Ultimately, our ability to take advantage of the power of emerging technologies will depend on the creativity of designers, their ability to exploit the capabilities of the media, and our understanding of the relationship between these capabilities and learning” (pp. 457).

Critics also contend that many children lack the cognitive capabilities to think and act like adult experts; hence, they require accurate and complete information as well as demonstrations of how and when learning tasks are processed and performed and question the empirical basis of constructivist’s assumptions. Mayer (2004) analyzed 50 years of research that supports direct instruction but noted little support for pure discovery learning. R. C. Clark and Mayer’s (2011a) chapter, “Using Rich Media Wisely” detailed empirically-based design guidelines that refuted, and often contradicted, current alternative foundations and associated design strategies (Clark & Mayer, 2011b). Kirschner, Sweller, and R. E. Clark (2006) argued: “After a half century of advocacy associated with instruction using minimal guidance … there is no body of research supporting the technique … evidence from controlled studies almost uniformly supports direct, strong instructional guidance rather than constructivist-based minimal guidance [for] novice to intermediate learners” (pp. 83–84). These views were recently reinforced by Azevedo and colleagues (Azevedo, Moos, Greene, Winters, & Cromley, 2008; Azevedo, Behnagh, Duffy, Harley, & Trevors, 2012).

Similar criticisms stem from disagreements as to what constitutes valid evidence to support claims and conclusions, that is, what does (and does not) constitute “gold standard” research methodology. Sweller, Kirschner and R.E. Clark (2006) suggest that “randomized, controlled tests of competing instructional processes” are needed where individual moderating variables are “properly controlled” (p. 115) to validate constructivists’ assertions.

The Challenges Ahead: Re-framing the Debate

It is clear that the debate over which perspective is right or correct has not yet yielded solutions to diverse learning requirements. Arguably, neither diehard direct instruction nor SRL enthusiasts have provided sufficient evidence to warrant the guidelines needed for self-directed learning. Neither advocates nor critics appear able to acknowledge legitimate limitations and reservations for design. While some promising avenues have been broached, SRL enthusiasts require better documented, convincing evidence to guide and replicate successful design strategies. The following issues require both reasonable, appropriate research methods for inquiry, as well as associated implications for design.

Scaffolding SRL

Scaffolding research has been reported for decades, but support for SRL design is only emerging. Since prior knowledge, goals, and intent often cannot be known in advance and can vary dramatically across learners, scaffolding often focuses on general cognitive support. Research is needed to refine our understanding of the scaffolding needed, how those supports vary, and the extent to which individual goals and intents are addressed effectively.

Evaluating Available Resources

While the Internet has dramatically increased access to information, resource quality varies in terms of accuracy, authority, and completeness. Often, Web resources contain naive and ill-informed information, some of which may intentionally impart biased propaganda. Since naive students attempt to address individual needs, but typically lack metacognitive abilities to monitor and regulate understanding effectively, we need to examine how perceptions of different resources influence students‘ evaluations and interpretations.

Providing Adaptive vs. Fixed Scaffolds

While the potential to adapt to individual differences holds promise, fixed scaffolds have proven largely applicable to formal procedures and generic reasoning, research suggests that soft (adaptive) scaffolds have the potential to address individual needs dynamically. Adaptive scaffolding by teachers, peers and other “human” resources is better able to accommodate real-time, dynamic changes in learner needs and cognitive demands. However, limited evidence has been published to indicate that adaptive supports perform comparably when technologically mediated. Given the rapid growth in technology-facilitated SRL, the potential of electronically-mediated supports warrants further study.

Negotiating Meaning

Some resources may appear to address learning needs effectively, but many will not. Understanding is enhanced comparing individual resources containing partial, potentially contradictory information. Meaning must be interpreted, inferred, and derived through individual scrutiny. Research is needed to gauge that meaning is derived differentially based on unique needs and goals, and the extent to which individual needs are addressed.

Utilizing Prior Knowledge

Familiarity with browser tools may predict success more accurately than prior domain knowledge and experience alone. Remillard (2005) indicated that teachers’ prior knowledge and experience influenced and often dominated how SRL activities were enacted in classroom settings. In Hill and Hannafin’s (1997) study, teachers located Internet content for gradeappropriate materials for a subject of their choosing. Prior tool expertise facilitated learning more than prior domain knowledge or experience: Teachers with previous browser experience were more successful and reported greater confidence independent of prior teaching experiences. While familiarity with browser technology will undoubtedly increase across users, the influence of system experience during SRL may well be underestimated.

Reconciling Meaning

SRL environments emphasize the value of personal investigation, hypothesis formation and testing. In Land and Zembal-Saul’s (2003) studies, collegeage participants obtained and documented evidence during experiments in portfolios, and generated hypotheses to orient future inquiries. While some groups benefited from computer-assisted inquiry, others fell back on faulty prior experiments which misdirected future inquiries even when confronting contradictory evidence. SRL functioned as expected only when students had adequate background knowledge, evaluated their knowledge limitations, critical questioned and clarified, and evaluated faulty explanations. According to the “situated learning paradox” (Land & Hannafin, 2000), prior knowledge needed to orient and guide sense-making often reflects incomplete and inaccurate misconceptions. Without scaffolded reconcilia-tion, misinformation and disinformation may go undetected, as misunder-standings become reified rather than reconciled.

Guiding or to Telling?

Hard scaffolds characteristically have been applied to support shared needs across students. The instructor, then, provides on-demand, contextually sensitive support for individual needs. Azevedo and Hadwin’s (2005) scaffolds were presented dynamically to support specific types of learning, tools, and individual needs. Conceptual scaffolds identify information relevant to the learning context (Brush & Saye, 2000, 2001). Research indicates that soft (adaptive) scaffolding technologies may address the varied needs of individual student-centered learners (Saye & Brush, 2007). Kim, Hannafin, and Bryan’s (2007) scaffolding framework outlines interplay between and among technology, teachers and students in SRL contexts. The scaffolding provided by “human” resources is believed to accommodate real-time, dynamic changes in learner needs and cognitive demands. Again, however, research findings documenting these effects have proven equivocal. Technology supports during multimedia instruction yielded higher scores on basic information, but not the transfer presumed for SRL (Jamet, Gavota & Quaireau, 2008).

Reconciling Attitudes, Beliefs and Practices

In an effort to deepen understanding of mathematics through investigation, Orrill’s (2006) website included open-ended investigations, a dictionary, discussion board, and electronic portfolios. Teachers explored available resources, selected problems, and identified individually-relevant instructional paths (in conjunction with face-to-face workshops). Improvements in mathematics skills and depth of knowledge were expected, but teachers instead focused on technology skills, not on their understanding or skills. Research is needed to examine how supports are actually utilized and negotiated, and meaning is differentiated based on individual needs and goals.

Managing Cognitive Load

Disorientation has become increasingly problematic in rich, studentcentered, learning environments as learners identify, select, and evaluate available resources based on unique goals. Web resources are numerous and largely unregulated, with quality varying widely in terms of accuracy, authority, and completeness. Eveland and Dunwoody (2001) compared students assigned to browse a website with different hyperlinking and navigation structures with those using only a paper-only guide. The paper-based control group outperformed the online group, suggesting that hyperlinking may increase extraneous cognitive load. Thus, nonlinear websites may increase germane load for some types of learning, but increase extraneous load for others (Eveland and Dunwoody, 2001). In contrast, while students learned factual content best from linear websites designed to optimize germane load, they understood relationships better from nonlinear sites (Eveland et al., 2004). Given the varied learning demands associated with student-centered, web-based learning, optimizing cognitive load differentially will be essential for effective online students. Research is needed to examine how students’ evaluate and adapt understanding based on the perceived relevance as well as complimentary versus contradictory nature of available contents.

Monitoring Prerequisite vs. Emergent Learning

Students who have developed metacognitive strategies, or develop them while engaging SRL, perform more successfully than those who do not. Smidt and Heigelheimer (2004), upon interviewing adult learners to detect web-learning strategies, reported that only advanced learners used metacognitive strategies actively while middle- and low-performing students relied mainly on basic cognitive strategies. Their findings suggest that advanced metacognitive abilities are critical, but may be either requisite to, or a consequence of, effective online learning. We need to clarify which strategies learners possess in advance, require advance training in preparation for, or develop while monitoring their progress.

Summary and Conclusions

While we clearly require stronger rigor in SRL research, the problems studies and questions posed necessitate appropriately differentiated methodologies not just experimental rigor. We cannot simply apply methods and standards that fail to adequately and appropriately address relevant questions. The National Science Foundation has published a series of reports designed to promote rigorous qualitative inquiry, as well as design research methods to address shifts in teaching-learning paradigms. Self-regulated learning promotes outcomes and processes that differ from those of direct instruction, thus the methods needed to investigate associated effects and impacts must vary accordingly.

Hannafin, Hannafin, and Gabbitas (2009) distinguished the cognitive demands of direct instruction from student-centered learning related to prior knowledge, allocation and management of cognitive load, beliefs and dispositions, and scaffolding. “Rather than imposing a canonical perspective to supplant initial conceptions, student-centered approaches guide the learners in challenging their initial assumptions as they test and refine initial conceptions” (p. 772). Similarly, Land (2000) concluded that “strategies are needed to help learners … construct coherent explanations and self-regulate when they have little background knowledge” (p.76). Learner variables must be accounted for.

Can we reasonably apply strategies proven effective for outcome-based instruction to learning that is not as self-directed learning critics propose? That is not feasible or appropriate. Rather, we need to determine which approaches are responsive and appropriate to support challenging, and often fundamentally different, perspectives on the nature of teaching and learning.
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11 Conceptualizing Problems in Problem-Based Learning

Its Role and Cognitive Tools

Woei Hung

Introduction

Problem-based learning (PBL) is an innovative instructional method for better preparing students for real-world challenges. It was first conceived in medical education in the 1950s in response to the students’ unsatisfactory clinical performance (Barrows, 1996; Barrows & Tamblyn, 1980). This deficiency was attributed to students’ ill-established clinical problem-solving and lack of lifelong learning skills (Albanese & Mitchell, 1993; Barrows, 1996). Its implementation began in medical education (Barrows & Tamblyn, 1980; Schmidt, 1983). Currently, approximately 80 percent of medical schools in the US and the majority of medical schools in Canada implement pure PBL or hybrid PBL curricula (Karimi, 2011). With the positive results from implementing PBL in medical education, it has also been embraced by numerous disciplines in higher education (see, for example, Arts, Gijselaers, & Segers, 2002; Woods, 1996; Bridges & Hallinger, 1996). Furthermore, in introducing PBL into K-12 education, Barrows and Kelson (1993) systematically developed PBL curricula and teacher-training programs for all high school core subjects. Since then, PBL has been implemented to enhance K-12 students’ problem-solving skills, higher order thinking, collaborative learning skills, and ability to apply various subject content knowledge (for example, Barrows, 2000; Cognition and Technology Group at Vanderbilt (CTGV), 1993; Linn, Shear, Bell, & Slotta, 1999; Kolodner, Camp, Crismond, Fasse, Gray, Holbrook, Puntambekar, & Ryan, 2003; Jacobsen & Spiro, 1994; Maxwell, Mergendoller, & Bellisimo, 2005; Gallagher, Stepien, & Rosenthal, 1992; Torp & Sage, 2002).

Problem-Based Learning — Goals and Process

The goals of PBL have been described as to help students develop (1) problemsolving and reasoning skills, (2) contextualized knowledge structure, (3) selfdirected learning skills, (4) motivation to learn, and (5) collaborative skills (Barrows, 1986, Hmelo-Silver, 2004; Norman & Schmidt, 1992). These goals are first realized by the format of PBL in which the content is problem-structured, learning is problem-initiated, and instruction is problem-driven. During PBL instruction, students actively pursue and collaboratively direct their own learning in small groups with facilitation provided from the instructor (Hung, Jonassen, & Liu, 2008). Then, the process of PBL operationalizes these goals into a series of learning stages and tasks. The first and foremost important goal of PBL is to help students establish their scientific problem-solving skills schema. Therefore, the process of PBL targets the cultivation of such a skill set. At the same time, the specific learning tasks (e.g. defining problem, determining what needs to be known, self-directed researching of necessary information, or managing teamwork) are incorporated into the PBL process to help students develop self-directed learning skills, acquire content knowledge, and practice collaborative learning proficiency. Therefore, the problem-solving process in PBL is the vehicle for affording the development of the other four learning goals in PBL. Thus, although these learning objectives are equally important, problem-solving skills may be deemed as the most vital target skills that students need to develop.

Some PBL implementations structure students’ learning with a stepspecific PBL process to guide the students to engage in necessary cognitive activities in a scientific problem-solving process. Barrows and Myers’ (1993) PBL process and Schmidt’s (1983) 7-Jump PBL process are two examples that are widely used in the PBL field (see Table 11.1). Other PBL implementations follow similar processes but may not divide the process into distinctive steps. Regardless of specific steps or the general process utilized, these PBL processes mimic the scientific problem-solving process in order to help students follow a scientific problem-solving process and develop this skills set and schema, rather than rely on intuitive problem-solving habits.

Inadequate Problem Conceptualization during a PBL Process

One of the issues emerging after a few decades of implementation is that students tend to overlook, downplay, or even skip the first four steps of the


Table 11.1 Two examples of PBL process

	Barrows and Myers’ PBL process
	Schmidt’s 7-Jump PBL process



	1. Set the problem
	1. Understand the problem



	2. Bring the problem home
	2. Define the problem



	3. Describe the product/performance required
	3. Brainstorming



	4. Assign tasks
	4. Elaboration: Develop personal “theory”



	5. Reasoning through the problem
	5. Formulate learning objectives



	6. Commitment as to probable outcome
	6. Self-study



	7. Learning issue shaping/assignment
	7. Collaborative learning and reflection



	8. Resource identification
	



	9. Schedule follow-up
	




Note: Problem starting, follow-up, presentation, and reflection steps for Barrows and Myers’ PBL process are not included here.

PBL process (in 7-Jump process’s terms) and go straight to the solution-seeking process. For example, in surveying how students actually solve problems in PBL, Kenny, Bullen, and Loftus (2006) conducted a study investigating undergraduate agricultural sciences students’ problem formulation and resolution processes. They analyzed the students’ postings from their online discussions to profile the students’ general problem-solving approach. They found that approximately only 5 percent of the postings during their PBL sessions were devoted to defining the problem to be solved. This problem-solving habit and approach is likely to result in an incomplete understanding of the problem. Also, Dolmans and her colleagues (Dolmans, Wolfhagen, van der Vleuten, & Wijnen, 2001) observed student behaviors such as coming to tutorials unprepared and spending insufficient time and discussion about understanding the problem before formulating their learning objectives, hypotheses, and solutions, which were indicators of inadequate problem conceptualization. Moreover, Moust, Berkel, and Schmidt’s (2005) campuslevel evaluation of PBL implementations across programs and curricula at Maastricht University reported similar findings, such as skipping brainstorming and elaboration during group discussions. Similarly, Taylor and Miflin (2008) reported that students preferred to be given learning objectives, rather than go through the process of understanding and concep-tualizing the problem in order to generate their own learning objectives. These reports signal a concern that students either do not understand or ignore the importance of problem conceptualization in their PBL processes.

The Role of Problem Conceptualization in PBL

What could happen if students downplay or skip the steps of problem conceptualization in the PBL process? Problem-solving researchers agree that understanding and conceptualizing problems is the first and most critical step for a scientific problem-solving process to take place (Bransford & Stein, 1984; Polya, 1957). In this step, the problem solver constructs the problem space (Newell & Simon, 1972), which serves as the foundation for determining how to approach the problem. In PBL, this process is especially crucial. At first glance, conceptualizing problems appears to be only related to students’ development of problem-solving skills. In fact, the results of this conceptualization process have a direct impact on the students’ development of self-directed learning skills, content acquisition, as well as collaborative skills.

Self-directed Learning

Self-directed learning in PBL does not equate to free inquiry that the students can decide whatever they would like to study. In fact, PBL curriculum has specific learning goals and objectives for the students to achieve by completing a series of PBL problem modules. Thus, it is important that the students are able to selfdirect their problem solving and learning toward the reason-ing and practical skills as well as the content knowledge for which the module is designed. Also, self-directed learning is not only about the students’ skills for searching relevant information for solving the problem (and therefore acquiring content knowledge), but more importantly, their ability to identify what needs to be learned to reach the goal state of the problem solving. This is a very specific skill that PBL aims to enhance in students for their lifelong learning skills. In order to effectively and independently determine what knowledge or skills need to be learned, or what information needs to be known, students need a well-constructed problem space. Without a clear and complete understanding of the problem (discrepancy between the current state and goal state of the problem, what is known and unknown, and the constraints), effective self-directed learning is less likely to occur.

Content Knowledge Acquisition

In PBL, content knowledge is acquired by means of solving the problem (Barrows, 1996). The knowledge students acquired through the problemsolving process is applicable knowledge, rather than inert knowledge. Not only do they have to obtain the knowledge (know what), but they also have to apply it to solve the problem (know how). How do students effectively and accurately identify the target content knowledge and skills that meet the curriculum? The key lies in effective self-directed learning processes and skills. PBL students determine what information, knowledge, or skills are necessary for connecting the dots in the path to the solution based on the problem space that they construct, and then conduct further research on this targeted information (and therefore the intended content knowledge). Therefore, a self-directed learning process is the mechanism that determines the content and quality of the knowledge acquired by the students in the PBL process.

Collaborative Learning

This component of PBL functions to reduce individual students’ cognitive load (Schmidt, Loyens, van Gog, & Paas, 2007), as well as serving as a platform for students to hone their social, communication, and teamwork skills. In order to work effectively as a team, the cognitive load needs to be effectively distributed to its members to avoid overlapping or missing tasks. More importantly, by identifying the nature of necessary tasks for solving the problem, the team can assign the tasks to the appropriate members based on their background or expertise for optimal team problem-solving performance (Cooke, Salas, Kiekel, & Bell, 2004). Furthermore, effective collaborative problem solving and learning depends on effective teamwork. In PBL, because of the format of small group learning, self-directed learning not only refers to individual students but also the team as a whole. The team collectively self-directs its own problem solving and learning as well as content knowledge acquisition. Therefore, it is important for the team members to work collectively as a cognitive system (Curseu, & Rus, 2005) for the team’s self-directed learning to be effective. For this to occur, a collective understanding of the problem is a prerequisite. If there is no consensus from individual students’ understanding about the problem, group self-directed learning is unlikely to be effective. When that happens, the collaborative learning in PBL is likely to be just simply a division of labor, rather than an interactive, argumentation process that challenges and therefore refines and fuses individual members’ understanding about the problem into a collective problem space.

From the discussion above, it is clear that problem conceptualization is the first step in a scientific problem-solving process, and it is also a premise for the learning activities (problem-solving process, self-directed learning, content knowledge acquisition, and collaborative learning) to be effective in the PBL process and in turn, work together inter-supportively to enhance student’ learning outcomes.

Why Students Skip Problem Conceptualization Process

Why do students skip the problem conceptualization process when studying under PBL? There are a number of possibilities. First of all, it has been documented that students tend to use a naive, intuitive problem-solving approach, rather than a scientific problem-solving process. Several studies (for example, Chi, Feltovich, & Glaser, 1981; deKleer, 1985; Johnson, Flesher, Jehng, & Ferej, 1993) have suggested that a distinct difference between expert and novice problem solvers is that experts tend to qualitatively analyze the problem (that is, conceptualize the problem and construct a problem space) when first faced with a problem, while novices are apt to seek out solutions immediately in their first attempt. When an intuitive problem-solving approach is utilized, the focus of the problem-solving process is to identify a working solution, rather than understanding the problem conceptually so that the most effective or viable solution can be devised. Secondly, motivation is a difficult issue faced in most educational settings. Even though PBL is theoretically supposed to motivate students to be active in the learning process by the intrinsic motivation to solve problems (Barrows, 1986), after studying under a PBL format for a while and the process becomes routine, students’ motivation starts to subside (Taylor & Miflin, 2008).

It is understandable that students may not possess sophisticated scientific problemsolving skills (knowing the proper process). However, the PBL process provides students with the steps that comprise the scientific problem-solving process to follow. Why do they still choose to skip the conceptualization step? Moreover, if lack of motivation is the problem, why is it the step of problem conceptualization that most students choose to downplay or skip, but not other steps in PBL process? In a typical PBL process, learning objectives (or called learning issues) and delivery of solution in forms of presentations or papers are the two main artifacts that the students have to produce to satisfy the course requirements. Students naturally pay more attention and allocate more time and effort to engaging in and to complete the tasks that are product-based and likely to be graded (e.g. papers or presentations) than the tasks that are process-based and harder to grade (e.g. discussion or brainstorming). Furthermore, compared to traditional curriculum, PBL is more time consuming and heavier in workload (Vardi & Ciccarelli, 2008). When students are not able to allocate an adequate amount of time to complete the learning tasks, some of the steps in the PBL process would have to be downplayed or even skipped. Also, most students are assessment-driven (Perrenet, Bouhuijs, & Smits, 2000). When no specific, tangible products or performance are required as part of their grades, students are likely to downplay the task. Lastly, conceptualization of a problem entails higher order thinking skills as well as high demands on cognitive processing. It requires the students to identify the most critical variables, their intercausal relationships, as well as the mechanism governing the relationships. This analysis is a difficult cognitive task. Without appropriate tools to support the cognitive processing, as well as high motivation, the difficulty of the task may deter the students from engaging in the process. When any of the these possibilities occur, the process-based learning tasks are more likely to be sacrificed or skipped altogether, which, in the case of PBL, is the step of problem conceptualization and problem space construction.

External Mental Representations and Problem Conceptualization

While there are a number of instructional approaches such as eSTEP (Derry, 2005), case-based reasoning (Kolodner et al., 1993), or scaffolding with question prompts (Ge & Land, 2003) that could help address the issue of skipping problem conceptualization, another possible instructional intervention is visual external representation. First and foremost, construction of a visual external representation produces tangible artifacts. A requirement of producing a visual representation of the problem under study is to convert the problem conceptualization steps in the PBL process from a processbased only task to a process/product-based task which, in turn, could help students more mindfully engage in this learning process. Furthermore, visual representations can facilitate students’ problem-conceptualizing processes by reducing cognitive processing load. When students can visualize a complex problem, the sense of being cognitively overwhelmed could be reduced, and as a result, encourage students to engage in the process. Moreover, external representation helps students visualize the inter-causal relationships among the variables in the problem, which enables them to more effectively identify the cause of the problem and the solution path (Sterman, 1994).

Moreover, to facilitate students to mindfully engage in problem conceptualization steps in the PBL process, incorporating construction of external mental representation of the problem provides an explicit learning structure. Having students brainstorm about what is known, what is unknown, and what could be the underlying cause of the problem (Dolmans & Schmidt, 1994) through an unstructured discussion could result in an ineffective problem conceptualization process, and consequently, ineffective selfdirected learning. Also, problem conceptualization is a personal theory construction (Barrows & Myers’ PBL process, 1993). The theory needs to be validated through intra-personal (within individual students themselves) and inter-personal (among the students) validation process (Hung, 2009). This effectiveness of the validation process would depend on a well-constructed problem space. External representations of the problem could realistically enable group members to capture the abstract collective cognition into a visual map, and therefore, elevate the effectiveness of collaborative learning in PBL.

Concept map, influence diagrams, and system modeling are three visual representation tools that can help an individual or a group of members visually represent his/her or their mental model about a subject under study. These tools are commonly used for facilitating conceptualization of physical, psychological, social, or political phenomena that are complex and beyond an individual’s working memory and cognitive capacity. These three tools all provide basic functions for depicting conceptual representation of a given problem. However, each tool also has its own slightly different emphasis and focus, and therefore provides different specific functions and different levels of conceptualization techniques as well. In the following, I will discuss these tools in terms of their functions and strengths and weaknesses in relation to facilitating students’ problem conceptualization processes.

Concept Maps

Jonassen (2006) described the concept map as “a spatial representation of concepts and their interrelationships that simulate the knowledge structures that humans store in their mind” (p. 101) This cognitive tool was developed based on the cognitivist theories explaining how humans structure and organize their knowledge. Rather than storing knowledge in a raw form as it is first received, humans process the information through an encoding process and store the newly acquired information by its semantic relationships with the existing knowledge base (See Figure 11.1). All pieces of information stored in the brain are interlinked into meaningful propositions or complex schemas, which provide the basic structure of human knowledge base (Rumelhart & Norman, 1988; Shiffrin & Schneider, 1980). Concept mapping has been widely utilized in K-12 and higher education, as well as the corporate world (Coffey, Eskridge, & Sanchez, 2004). It has been confirmed that it has very positive effects on facilitating conceptualization process related tasks, such as mental model building (Stout, Cannon-Bowers, Salas, & Milanovich, 1999), meta-cognition (Stoyanov, 1997), self-regulated learning (Tan, Dawson, & Venville, 2008), and conceptual change (Novak, 1998; Trowbridge & Wandersee, 1998).
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Figure 11.1 Concept map example (relationships among nodes).





Concept Maps in PBL

Though the concept map has been used in various disciplines and educational levels in helping students organize and integrate the concepts learned, the utilization of concept maps is still rare in PBL implementations. A few pioneers have incorporated concept maps as an instructional cognitive tool to help students’ learning processes in PBL settings. For example, Eitel and Steiner (1999) incorporated concept maps to help medical students visualize the problem space during the understanding and defining problem stage of the PBL process. They found that the process of concept mapping the information in the problem and the evidence students gathered from literature enhanced their self-efficacy and therefore, more confidence in the hypothetical deductive reasoning process. Also, Hsu (2004) utilized concept maps in a PBL nursing course to help the students engage in higher order thinking during discussion sessions. It was concluded that by constructing concept maps, students’ problem-solving skills and critical thinking abilities were elevated. These learning outcomes were evidenced in the students’ increased abilities to identify key concepts, understanding cause-effect interrelationships among the concepts as well as part-whole relationships. Concept maps also helped the students validate or revise the concept structures of their personal “theory” (represented in the concept map) with the evidence and further information researched during the problem-solving process. Another case of using concept maps in a PBL nursing program conducted by Tseng, Chou, Wang, Ko, Jian, and Weng (2011) also showed a promising result of concept mapping enhancing nursing students’ self-directed learning skills. As discussed earlier, the effectiveness of self-directed learning largely relies on a well-conceptualized problem space. Thus, the result of this study provided evidence not only that the process of concept map construction facilitated the students' problem conceptualization in PBL, but also confirmed the foundational role of problem conceptualization for the core learning activities and process (i.e. problem solving, self-directed learning, knowledge acquisition) to occur.

Hung (2006, 2011) has argued that students’ cognitive readiness and familiarity with the PBL process vary due to age, cognitive maturity, or experience with PBL courses. The levels of self-directed learning and tutor facilitation are inter-causally related aspects in PBL. With students’ different levels of self-directed learning skills, the construction process of a concept map can also be adjusted to meet the need for different levels of facilitation. For example, Rendas, Fonseca, and Pinto (2006) used partially completed concept maps to facilitate students in the problem conceptualization process in PBL. They constructed 36 concept maps for the problems that were used for their existing PBL courses. To scaffold the students’ construction of problem space, the students were provided with a concept map with a number of key concepts having been removed. During the problem conceptualization process, the students would need to fill in the missing concepts and relationships in the map. This is an effective scaffolding technique that has been applied in many educational settings for providing students with an appropriate level of scaffolding when using concept maps as a cognitive tool for facilitating students’ concept learning process (e.g. Cañas, Coffey, Carnot, Feltovich, Hoffman, Feltovich, & Novak, 2003; Chang, Sung, & Chen, 2001).

Concept Mapping to Conceptualize Problems in PBL process

The problem conceptualization process in PBL occurs primarily during the first four steps (if using 7-Jump PBL process), which are (1) understanding the problem, (2) defining the problem, (3) brainstorming, and (4) elaboration: develop personal “theory” about the problem. Thus, in Step 1, the students have to identify what the situation is that needs amendment (Step 1). In Step 2, they need to determine what the root of the “problem” is that causes the unsatisfactory situation. In other words, what is the underlying problem(s) that causes the symptoms? In Step 3, students brainstorm what the main variables are involved in the problem and their basic relationships, what the goal state is of the situation to be achieved, and what the scope is of the problem with which can be reasonably dealt within the timeframe and resources. In Step 4, through discussion, elaboration, hypothesis-deductive reasoning, and argumentation, the students develop their theory that explains the mechanism of the problem.

With the aid of the concept map, students can visually construct the problem space by listing the key points (or symptoms, faults) in the problem (Step 1); identify variables related to the key points (Step 2) and visually represent their relationships on the map. In Step 3, with these initial understandings of the problem, students can start to articulate the causal relationships among the key points and the variables, the boundary of the problem space, as well as the goal state of the problem space on the concept map. In Step 4, the concept map can be used as a foundation for the students to develop the “theory” or the mechanism for the cause of the problem by scrutinizing, debating, and validating (or invalidating) the logic of the causal reasoning path of the theory on the concept map. Also, utilizing concept maps in the problem conceptualization process in PBL is especially beneficial for facilitating group problem solving and learning. A collectively constructed concept map can help reduce miscommunication or ineffective communication.

The basic uses of concept map, influence diagrams, and systems modeling in facilitating students’ problem conceptualization in the PBL process is similar. Therefore, I will discuss only the basic functions and features of influence diagrams and systems modeling, and not repeat their uses in specific steps in the PBL process. Then I will provide a comparison of these three tools in their capabilities of facilitating students’ problem conceptualization process during the PBL process.

Influence Diagrams

An influence diagram is one of the diagrammatical tools that enable problem solvers to conceptualize complex inter-causal relationships in a problem or a system. It is a graphic representational tool developed from two predecessors. First is Forrester’s (1968) work on representing causal loop feedback. The other one is Howard & Matheson, (1989) decision-making problem-solving analysis. Influence diagrams can be used to create a visual representation that describes the probabilistic dependency between/among the key variables in a decision analysis (Howard & Matheson, 1989). By analyzing the probabilistic dependency (or in reverse direction, influence or causal power), a complex problem or system (e.g. wildlife management, a student behavioral problem, or a natural phenomenon) can be graphically and conceptually represented with a diagram. This diagram illustrates the cause variables, intermediate variables, the effect variables, and the casual (or dependency) relationships among these variables in the problem being analyzed (Kros, 2001).

Influence diagrams can be used to represent a problem space as well as conceptual framework of a given problem to be solved or a subject under study (Kros, 2001). A number of different diagraming systems have been developed in constructing influence diagrams (e.g. Howard & Matheson, 2005; Kros, 2001). Depending upon the nature of the problem to be conceptualized, a variety of different causal relationships and complexity levels can be concisely yet explicitly and clearly described in influence diagrams (see Figure 11.2). For example, a simple causal relationship may consist of a pair of variables who have a direct cause-effect relationship. However, a complex causal relationship could consist of a number of intermediate variables in between the cause (attribute variable) and the effect variable. Other types of variables or relationships could include decision variables, interme-diate variables, attribute (cause) variables, effect variable, or chance (probability) variables, as well as certain influence, uncertain influence, informational influence, or conditioning influence (Howard & Matheson, 2005; Kros, 2001). Thus, by identifying and articulate the causal-chain relationship among the involved variables, the problem space provides a more comprehensive and precise depiction of the problem.

Influence diagrams can help PBL students perform the problem conceptualization process by enabling them to construct a structural overview of the problem and the conceptual framework so that they do not lose sight of some variables while examining the others (Shapiro, van den Broek, & Fletcher, 1995). This conceptual framework serves as the foundation for the students to identify what they already know and what they need to know in order to solve the problem (Dolmans & Schmidt, 1994). The former is used to activate the relevant prior knowledge for the problem-solving process (Schmidt, 1993). The latter is the base for determining the learning objectives. Moreover, since PBL problems are real life, complex problems in most cases, influence diagrams provide the students with a more sophisticated tool to facilitate students’ problem conceptualization process by unloading some of the cognitive processing demand from their working memory to the graphic representation of the problem. Thus, an influence diagram can be a useful cognitive and instructional tool for facilitating students in constructing
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Figure 11.2 Influence diagram example (pulley problem in physics).





a visual problem space that conceptualizes more complex mechanism-based inter-causal relationships in a problem in PBL process.

Systems Modeling

Systems modeling is another cognitive tool useful for a problem solver to conceptualize a problem or system (Jonassen, 2006; Mandinach, Thorpe, & Lahart, 1988). It is a tool that allows a problem solver to describe a problem at an even more complex level by considering additional variables (such as time delay, feedback loop effect, reinforcing loop effect, or balancing loop effect) where concept map and influence diagrams fall short. This additional capability empowers systems modeling to be a cognitive tool that is not only able to do what concept maps and influence diagrams do, but also to make prediction of how the problem may behave in the future. Systems modeling has been utilized as an instructional and conceptual aid in interactive learning environments (Alessi, 2000, 2009; Funke, 2001) fostering analogical reasoning (Carney, Forbus, Ureel, & Fisher, 2009), facilitating reasoning processes, (Jonassen, 2009), and assessing learning in complex domains (Spector, 2009).

Systems modeling helps students conceptualize complex, non-linear intercausal relationships embedded in the problem. PBL problems are illstructured, complex problems. To understand these types of problems, students need to deal with complex non-linear, accumulative inter-causal relationships as well. These relationships could include feedback loop, reinforcing loop, or balancing loop relationships and they induce different effects on their related elements and the system where the problem is taking place. Understanding problems systemically, the students will have to take these variables into account when conceptualizing the problem. Equipped with sophisticated understanding about the domain and reasoning skills, the students will be capable of constructing a more accurate and holistic problem space. The more complete and sophisticated the students’ problem space is, the more effective the PBL problem-solving process will be.

Additionally, using systems modeling to construct an external conceptual representation of the problem, PBL students are creating a testable mental model (deKleer & Brown, 1981) about the problem. This is realized by constructing a simulation to model a system that describes the problem to be solved (see Figure 11.3). This construction requires students to understand not only the individual parts and their respective inter-causal and feedback loop relationships, but also the underlying mechanism of the system as a whole. Simulation functions in systems modeling provide the students with an opportunity to evaluate the accuracy and the representative nature of their problem space.

A Comparison of the Three Tools

A concept map can be a useful tool for facilitating students to engage in identifying related variables and the nature of relationships between
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Figure 11.3 Systems modeling example (stock and flow diagram and a behavior graph)





variables during the problem conceptualization process in the PBL process. It helps students process the information and conceptualize problems that some students find difficult to do mentally without cognitive support. A concept map is effective in describing simple and linear types of relationships, however, falls short in communicating more complex relationships or effects, for example, types of causality, multi-directional effects, or time effect. This is because the relationships between variables are expressed as propositional statement in concept maps, while influence diagrams and systems modeling have their own sets of specific complex causal relationships notations. The propositional relationship expressions help students describe all types of propositional relationships between two immediately related variables, while influence diagrams and systems modeling do not offer this capability and flexibility. However, this advantage of concept maps would turn into a disadvantage when it comes to describing complex problems. Because of this characteristic of concept maps, though it is possible to describe complex problems or systems, when doing so, the concept map may become too complex and cumbersome to read. Thus, concept maps may be more suitable for conceptualizing simpler problems or when studying detailed interrelationships between variables in a problem when this is the learning goal of the PBL module.

For a problem that has more complex inter-causal relationships, more sophisticated tools such as influence diagrams or systems modeling may be needed for helping students articulate and conceptualize such complex causal relationships and underlying mechanisms. With the more advanced diagram notation system, a number of specific types of variables or causal effects can be easily described with influence diagrams or systems modeling without having to use extra variables or labels. Therefore, influence diagrams and systems modeling enable problem solvers to clearly depict a complex problem more efficiently. These diagram notation systems allow students to describe more complex relationships and effects, such as probability variables or informational influence in influence diagrams. Moreover, systems modeling provides highly sophisticated functions to describe accumulative effects such as reinforcing loop and balancing loop, as well as time delay effects that are commonly seen in real life complex problems. Yet, again, an efficient diagram notation system may allow students to construct a problem space more efficiently and at a more sophisticated level, but it sacrifices the capability to describe detailed relationships between variables. In general, when understanding a complex cause-effect chain relationship is the target of the learning of the PBL module, the influence diagram may be a better choice, while systems modeling may be a more effective tool for conceptualizing the underlying conceptual framework or the mechanism of a problem.

Lastly, the advanced functions and features of influence diagrams and systems modeling present a challenge for students who use the tools (see Table 11.2). These sophisticated features are designed based on specific causality concepts and systems thinking concepts. Therefore, the students will also have to learn these concepts in order to master the tools. However, Sterman (2002) has suggested that some of the concepts of systems thinking and modeling are counterintuitive. These concepts are not difficult to comprehend. However, their actual application for constructing a model (representation) of a problem is difficult (Hung, 2008), for example, the relationships among inflow, stock, and outflow in systems modeling. A steep learning curve for using systems modeling may be expected with a majority of students.

Table 11.2 A comparison of concept map, influence diagrams, and systems modeling
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Moreover, for constructing a testable/runnable model with influence diagrams or systems modeling for making inferences or predictions, a computer-based modeling software is required. The use of this software also necessitates a certain amount of training. Therefore, though influence diagrams and systems modeling are powerful cognitive/conceptualization tools, utilization of these tools will require a comprehensive instructional evaluation and design process to ensure the supporting instruction and materials are in place.

Conclusion

In response to traditional instruction’s deficiency in educating students to be independent, proactive problem solvers and lifelong learners, PBL has made a definite mark in the field of education. Four decades after its first implementation, the adoption of PBL has not slowed down. Instead, the growth of PBL is accelerating. It is worth celebrating that this contemporary educational philosophy has not only been translated into a practical and implementable instructional method but also embraced by educators, refinement of the instructional method is a lifelong process. As helping students make connections between abstract conceptual content knowledge and its practical application is one of its instructional goals, this is also true for the development of PBL itself. In the past few decades, PBL research has mainly focused on the exploration of its practicality, the overall structure of the instructional method, as well as the end results. That is, the effectiveness of facilitating students to achieve the learning goals. Now, PBL research has arrived at the refining stage that should focus on the process where a great deal of variables could influence the end results. Students’ insufficient or lack of effort exerted in the problem conceptualization step during the PBL process is one of the deficiencies identified in the previous PBL research. This chapter has discussed the possible causes and suggested externalization of the problem conceptualization process as an instructional remedy. Concept mapping, influence diagrams, and systems modeling are some of the concept externalization/visualization tools that could be implemented as a remedy in the PBL process. The use of these tools in PBL for helping students mindfully engage in the problem conceptualization step is still in its infancy. More systematic research is needed to shed light in this area and provide PBL educators with practical insights for refining PBL implementations.
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Introduction

Conceptual change theories explain how learners revise or change their conceptual framework and belief systems as a result of some form of educational intervention. Although conceptual change is defined differently among researchers (see Murphy & Alexander, 2008), most would agree that conceptual change can take a variety of forms, from more ordinary change, such as weak restructuring (Vosniadou, 2008), to more radical change, which usually requires change across ontological categories (Carey, 1985; Chi, 1992; Tyson, Venville, Harrsion, & Treagust, 1997). Despite the variation in defining conceptual change, most researchers defend their conceptions by interpreting the kinds of change they define. In general, science education researchers in the conceptual change tradition tend to agree that conceptual change is a process through which students’ initial understanding or beliefs are modified or refined to become more aligned with dominant scientific understandings.

Research on conceptual change has been a key focus in education over the past few decades and it has generated a large volume of research. Such efforts aim to address gaps in student learning caused by misconceptions (also known as naïve theories, alternative conceptions or informal knowledge) that are deeply rooted in daily life experiences and are continuously reinforced by such experiences and the coherent explanatory structure they provide (Duit, 1999; Vosniadou, 1999). Over the decades, important issues that are central to conceptual change such as hot-versus-cold conceptual change (Sinatra, 2005), cognitive versus socio-cultural perspectives (Mason, 2007; Murphy, 2007; Vosniadou, 2007a), and the implications of the conceptual change approach for the design of instruction and curricula (Duit, Treagust, & Widodo, 2008; Jonassen, 2008; Leach & Scott, 2008; Lee, Jonassen, & Teo, 2011; Linn, 2008; Sinatra, Brem, & Evans, 2008; White & Gunstone, 2008; Scott, P., Asoko, H., & Leach, J. 2007), have been discussed and debated extensively. These efforts attempted to provide better descriptions and explanations of the theories of conceptual change.

In recent years, Vosniadou (2007a; 2007b) has conceptualized a constructivist and domain-specific approach to address previous limitations raised by conceptual change researchers. In her work, Vosniadou (2007b) proposed using instruction-induced conceptual change to achieve more significant changes in learning, rather than bottom-up implicit additive mechanisms which may produce synthetic models of understanding that combine both everyday and scientific descriptions of phenomena. While the bottom-up additive approach assumes that new information is added to the existing explanatory framework through participation in socio-cultural activities, the instruction-induced approach assumes systematic instruction is required by learners in order to understand the complex counter-intuitive scientific theory which has a different explanatory framework to their naïve theories. Specifically, problem solving as a learning strategy can increase students’ awareness of the inconsistencies between their naïve theories and those that are scientifically accepted. It can also create intentional learning opportunities that arguably avoid the development of confused synthetic models (Lee, 2010). Most research related to conceptual change and problem solving focuses on using problem solving as an intervention to foster or induce conceptual change. The underlying assumption behind this kind of relationship is that problem solving is a process that may bring about the ultimate outcome – conceptual change.

In this chapter, we will discuss the issues and considerations emerging from our review of recent literature in the area of problem solving for conceptual change. We then use the literature review to frame our argument that there is an interdependent relationship between conceptual change and problem solving. We propose that conceptual change and problem solving are two dynamic processes, which constantly interact with each other and generate synergy in a cyclical knowledge acquisition process. In other words, solving an ill-structured contextually rich problem requires students to formulate and test hypotheses, self-question, check and revisit their initial conceptual understandings. During this cyclic process, students are likely to encounter information that challenges them to significantly reorganize or restructure their conceptual framework. This evoked meta-conceptual awareness can also require aspects of the problem situation to be re-thought and restructured to achieve feasible solutions. In this interdependent relationship, problem solving and conceptual change are themselves both process and outcome.

Problem Solving in Conceptual Change

Problem solving rightly plays a central role in education, as it is arguably one of the most important cognitive processes in our everyday life. It aims to achieve a goal when the solution method is unclear to the problem solver (Mayer, 1992; Schoenfeld, 1985). Researchers have established the importance and the benefits of using problem solving as a teaching and learning intervention for conceptual development or change (Duschl & Gitomer, 1997; Limon, 2003; Vosniadou, 1994). For instance, Tarhan, Ayar-Kayali, Urek, and Acar (2008) found that problem-based learning is effective in
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Figure 12.1 Problem solving as the process to induce conceptual change.





helping students to achieve a better understanding of intermolecular forces and for remedying alternative conceptions.

However, very few research studies have explored or established the relationship between conceptual change and problem solving. Studies that have explored the relationship were largely grounded on problem-based learning and typically viewed problem solving as a vehicle or process to bring about conceptual change. Such a relationship is depicted in Figure 12.1.

In this section, we discuss some of the key issues that emerged from our literature review of approximately 30 recent journal articles on using problem solving as a process to bring about conceptual change. We identified various studies examining the impact of teaching and learning approaches for inducing conceptual change that highlighted the influences of contextual factors, and the individuals’ epistemological beliefs, structural and prior knowledge in the change process and achievement of learning outcomes.

Epistemological Beliefs

In recent years, an emphasis has been placed on identifying and explaining the influence of epistemological beliefs in conceptual change (e.g. Mason, 2002; Qian & Alvermann, 1995; Sinatra, Southerland, McConaghy, & Demastes, 2003; Vosniadou, 2007b; Windschitl & Andre, 1998). It was frequently reported in the literature that students‘ alternative conceptions or misconceptions were not changed even after targeted instruction. This suggests that traditional and didactic teaching may not be sufficient to change learners’ belief systems, especially when the concepts involved are abstract. A commonly reported reason for the resilience of alternate conceptions to change was that they were intertwined with the learners‘ epistemological beliefs and were deeply rooted in their explanatory framework. As the term “epistemological belief” is defined differently by various researchers, for conceptual clarity, we will use it to refer to beliefs that people hold about knowledge and knowing (Hofer, 2002). To elaborate, Kitchner (1983) proposed that epistemic cognition enabled individuals to consider the “limits of knowing, the certainty of knowing, and the criteria for knowing” (p. 222). Such cognition is critical as individuals engage in solving complex and ill-structured problems.

In the context of problem solving, Muis (2008) and Muis and Franco (2010) found that learners focused more on aspects of the content that were consonant with their own epistemic beliefs. This finding was also evident in a recent study conducted by Bell and Trundle (2008) on early childhood pre-service teachers’ learning of standards-based lunar concepts taught via inquiry-based instruction utilizing computer simulation. The researchers noted that participants’ with prior experiences in astronomy courses did not do any better on the research’s pre-intervention assessment of moon phase concepts. This result implied that even with a targeted curriculum on astronomy, these pre-service teachers had not refined or change their conceptual framework. For example, the pre-service teachers typically drew nonscientific shapes consistent with the view that the Earth’s shadow caused moon phases rather than the scientific explanation that the moon reflects sunlight towards the Earth.

However, the researchers later found that using computer simulation in their inquiry-based instruction improved the learners’ scientific knowledge of moon phases. Specifically, through their intervention, participants experienced the nature of science and the inquiry process that generates new knowledge. The participants used the computer simulation program Starry Night Backyard to gather, record, and share moon observations, analyze their data by looking for, and discussing patterns, and then modeled the cause of the moon phases. The problem-solving tasks coupled with the manipulation of computer simulation as a problem representation tool arguably shifted the learners‘ epistemological beliefs.

In addition, the findings of this study aligned with what was reported in Tarhan, Ayay-Kayali, Urek, and Acar’s (2008) study, which examined the effectiveness of problem-based learning on developing 9th-grade students’ understanding of chemistry concepts. The researchers reported that students who had experienced the problem-based learning (PBL) approach acquired more scientific and crucial ideas, whereas those who had not gone through a similar intervention still held many alternate conceptions about intermolecular forces. What was most intriguing was that the students indicated that they were aware that PBL ensured increased student learning, creative and critical thinking, researching and sharing knowledge, using relevant and varied resources, and working collaboratively. Such a constructive approach effectively challenged and changed the way the students perceived knowledge and knowing.

Structural Knowledge

Another theme that emerged from our literature review was the importance of structural knowledge in problem solving for conceptual change. Structural knowledge is being used here to refer to the knowledge of how concepts within a domain are interrelated (Diekhoff, 1983; Jonassen, Beissner, & Yacci, 1993). By nature, problem-solving activities are situated and dependent on the context. Hence, domain-specific knowledge is influential in the way learners solve problems and achieve conceptual change. However, simply applying a set of constrained rules to attempt to solve ill-structured problems is clearly inadequate. Supporting this assertion, Robertson (1990) found that learners‘ semantic networks were a strong predictor of how well they solved transfer problems in physics. The meaning of a concept held by the learner was found to be defined by the relationship it held to other concepts. The knowledge drawn on for physics problem solving was based on a set of concepts that related to one another. Similarly, Liu (2004) found that concept mapping instruction with high school students promoted structural knowledge and facilitated relational conceptual change. To transfer problem-solving skills, students must learn to construct structural knowledge of concepts and understand how problems relate to domain knowledge (Jonassen, 1997; Smith, 1992). Activating domain-specific knowledge when solving ill-structured problems requires problem solvers to organize concepts and strategies in a meaningful, accessible, and integrated way; this requires structural knowledge.

To illustrate, a recent study conducted by Marbach-Ad, Rotbain, and Stavy (2008) to examine the influence of computer simulation and illustration activities on student achievement in molecular genetics, found that students from the experimental group who participated in the computerbased activities improved their knowledge of genetics concepts beyond the level demonstrated by the control group. What was significant about the results was that through computer simulation, which required students to make explicit and refine their structural knowledge of the problem, the students built better conceptual knowledge. Supporting this finding, a student from the experimental group explained: “Yes, the computer animation helped me very much. It demonstrated the process, since you can’t really see it … it was like I could see it in front of my eyes, and so I could connect between things.”; Similarly, Taasoobshirazi and Glynn (2009) found in their study of college students solving of chemistry problems that learners who used schemas to assist in recognizing and mentally classifying the problems meaningful were more successful in finding appropriate solutions.

Problem solving is a highly complex process that requires learners to activate various levels of cognition to achieve the most logical and suitable solution in a given context. This is especially true when problems vary in their dynamicity, structure and complexity (Jonassen, 2004). When integrated appropriately into the learning environment, especially with technology as a problem representation tool, problem solving can serve to perturb the learners’ thinking and challenge them to reconsider their existing frame-works. Structural knowledge plays a prominent role in facilitating this process but at the same time, problem-solving activity enables the learners to build stronger structural knowledge that can lead to enhanced conceptual understanding.

Prior Knowledge

Traditionally, researchers have tended to treat students’ misconceptions as unfavorable and as needing to be “repaired” or “removed”. However, in recent years, this perspective of students’ naïve theories has changed. From a more constructivist paradigm, students’ non-scientific notions arguably have value in helping them to develop sophisticated scientific understandings. There are two key principles related to naïve theories from this re-framed perspective (Vosniadou, 2007a, 2007b). First, what requires change is not the isolated misconceptions per se, but the “naïve, intuitive, domain-specific theories in early childhood, (formed) on the basis of everyday experiences” (Vosniadou, 2007b, p. 4). In other words, misconceptions cannot be treated as faulty isolated alternative conceptions, but as naïve theories that possess a coherent body of domain-specific and structural knowledge, which forms the basis of students’ explanations and predictions. Second, students’ intuitive ideas about science anchor their conceptions and are the starting point for development (Clement, Brown, & Zietsman, 1989; Karmiloff-Smith, 1992). Such a perspective is closely aligned with the work of Vosniadou (2007a) who identified a complex theory-like structure to conceptual knowledge and Thagard’s (1990) who also took a theory-based view of concepts. Anchoring the learning process to students prior structural and conceptual understanding enables naïve theories to be refined and leads to a more complex and integrative view of a scientific phenomenon. In this regard, constructivist approaches such as problem solving offers an avenue for students to change their naïve theories rather than to ‘correct’ isolated misconceptions.

For example, in a study examining the role of intuitive knowledge in physics problem solving, Sherin (2006) found that intuitive physics knowledge played a significant role as it provided a context for interpretation. For instance, the researcher noted that students actively used their intuitive knowledge as they worked on solving the ‘Shoved Block’ problem. Instead of immediately writing the formal physics equations, the students started off by stating their intuitions concerning the outcome. It was also suggested that the competing intuitive knowledge of collaborating students provided motivation in the problem-solving context. Similarly, Chang, Wu, Weng, and Sung (2012) conducted a study with fifth graders to understand the effect of a problem-posing system on elementary students’ achievement of learning outcomes. The researchers designed a computational system that was structured by four problem-posing phases: posing a problem, planning, solving the problem, and finally looking back, in which students used gamescenarios to connect back to the problem-posing stage. They found that to succeed in problem-solving activities, the participating students had to integrate their own everyday experiences with conceptual knowledge. In fact, the problem-posing system encouraged students to concentrate on materials they had already encountered, apply suitable strategies during the process, and in addition they related better to the relevant mathematical representations of target concepts.

Interactions Between Problem Solving and Conceptual Change

While problem solving may induce conceptual change by perturbing learners’ cognitive structure and creating learners’ awareness of the need to construct a coherent and scientifically supported conceptual framework, it is also an engaging process that requires a high level of cognitive understanding as it stimulates students to discover inconsistencies in their thinking (Biemans and Simons, 1999). Solving problems that are ill-structured and complex challenges the learner to question their own hypotheses, and to externalize the problem by going through a series of repeated testing and revising cycles (Lesh & Harel, 2003). Moreover, when learners build problem concrete representations to externalize their mental representations, the abstract understanding of certain concepts is made explicit. Constructing the representation helps the learner to reflect upon their knowledge structure and to potentially identify their own learning need or problem gap which, in turn, involves conceptual change for the problem solver to reconcile his or her problem representation. The process of problem solving requires the elements of the problem situation to be reorganized and restructured in a new way to solve the problem (Mayer, 1992). In other words, problem solvers must be able to actively search for new ways to externalize their problems to generate a coherent problem representation. In this sense, restructuring or reorganizing the elements of problems can be regarded as a state of conceptual change. De Grave, Boshuizen, and Schmidt (1996) showed that, during the process of analysing a set of medical problems, students demonstrated traces of conceptual change. The students in this study were observed going through a process of hypothesis questioning, checking, and revising their initial conceptual understandings during problem solving. Similarly, Vosniadou and Brewer (1994) implicitly referred to such interaction when they discovered elementary school students had constructed synthetic theoretical models of the structure of the Earth by combining their explanations of everyday experiences with more scientific descriptions. These young students were actually attempting to synthesize two inconsistent pieces of information, and were searching for a solution or explanation to construct a coherent understanding.

Education research has demonstrated that problem solving involves conceptual change processes (Nersessian, 2008). Furthermore, we propose that when problem solving is employed to induce conceptual change, it necessarily invokes the learner to embark on a series of conceptual change processes which contributes to more effective problem solving. This suggests that to improve students’ learning outcomes there is a need to examine the dynamic interaction between problem solving and conceptual change processes. However, from our literature review, we have found that little effort has been put into examining such relationships. In this section of our chapter, we seek to describe the interaction between conceptual change and problem solving through some related studies. The relationship is depicted in Figure 12.2.

Although some studies (Furio, Calatayud, Barcena, & Padilla, 2000) have suggested that conceptual change not only involves the restructuring of concepts, but also the way learners reason, most of the related studies assume that the various instructional approaches are simply processes to bring
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Figure 12.2 Interactions between problem solving and conceptual change.





about conceptual change as the outcome. Few efforts have been made to understand the change process itself, which is complex and often unpredictable.

The Interaction Between Problem Solving and Conceptual Change

We will now describe in relative detail a recent study which investigated the relationship between problem solving and conceptual change. This illustrative study was conducted by Lee (2010) and aimed to explain the interaction observed between problem solving and conceptual change as a group of 35 Fifth-grade students learned about the water cycle in science. The main purpose of the study was to understand conceptual change in the context of problem solving using system modeling as a problem representation tool. System dynamic modeling is a highly challenging and engaging activity (Bravo, Joolingen, & de Jong, 2009) which requires learners to analyze, synthesize, and evaluate their domain-specific knowledge to create a model that supports their conceptual understanding of the system they are working on (Stratford, Krajcik, & Soloway, 1998). The students in this study used a system modeling tool named Model-It. This tool uses accumulations and flows to enable the learner to describe rules related to populations of entities. To build a model in Model-It, students are required to identify the measurable, quantifiable factors that are used to predict the outcome they are simulating. Each factor is described in terms of its measurement units, initial values, minimum, average, and maximum values in the Factor Editor. From factor maps, students define the relationships between the factors using the Relationship Editor. When the model is complete, students can test their models with the results shown in a graph; they can then refine their hypotheses accordingly and re-run the models.

Largely using a qualitative analysis approach the researcher articulated a theoretical model, which explained the interaction of problem solving and conceptual change in the process of learning science with Model-It software. Prior to the beginning of the study, students were taught how to use the Model-It software. The research program, including data collection, then ran for approximately ten weeks. To determine students’ starting conceptions a pre-intervention Knowledge Test (KTI) was administered to the class of participating students. In addition face-to-face interviews were carried out with ten selected students, each lasting approximately 40 minutes. The whole class of participating students then went through four sessions of system modeling of problems in the computer lab after school hours. During those 90-minute sessions, students modeled the given problem using the Model-It software. They constructed their own models and were told that they could revise and refine their model throughout the four sessions. At the end of each session, their models were saved electronically and kept by the researcher. A reflection log was provided to guide students’ reflections about how their models were working. Students could use the reflection log to state their primary prediction, list down what they have learned from running their models, and elaborate on how they had derived the results. At the end of the fourth session, the post-KTI was administered, and follow-up face-to-face interviews were conducted with the ten-student focus group.

The researchers analyzed students’ interview transcripts to identify their prior knowledge of the water cycle using the grounded theory approach. Classroom observation field notes and reflection logs were used as supplementary evidence to support the analyses. The students’ problem representations, which they built using Model-It, and knowledge test results (KTI) were also quantitatively analyzed to provide supporting evidence during the theory-generation phase of the research project. The KTI was designed to assess the students’ understanding of evaporation and condensation, and it was assessed in two ways. First, one point was awarded for a correct response on the multiple-choice items (a total of 14 points for 14 items). Second, the students provided a short justification for their answer, explaining why they had chosen that particular answer from the range of choices. Five categories of justification models emerged as a result of the coding (misconception, initial, textbook, synthetic, scientific). Category one initial models were based only on students’ everyday experience with no scientific justification. Category two synthetic models were those that used a combination of everyday and scientific descriptions and justifications, while Category three scientific models were justifications that were based solely on scientific conceptions. Category four textbook models were justifications based on textbook descriptions of the water cycle, and Category five misconception conceptual models reflected a lack of comprehension of the water cycle. Movements across these categories by comparing the pre- and post-tests (refer to Lee, 2010 for details) also emerged during the coding process: (a) Significant leap, (b) Diminutive move, and (c) Reverse move. A diminutive move would be a move to one category above the original position (e.g. from the “textbook” to the “synthetic” conceptual model). If there was a backward shift such as from the “synthetic” to the “textbook” conceptual model, this would be considered a reverse move. On the other hand, a positive shift of greater than a diminutive move would be considered as a significant leap. For instance, when a student’s response on a particular concept is first coded as a “misconception” but it has improved to a “synthetic” model then it would be considered as a significant leap.

A rubric was crafted based on the principles espoused by Thagard (2000) and Novak and Gowin (1984) to assess the students’ problem representa-tions, and inter-rater reliability was established. Two trained raters indepen-dently scored the problem representations and an inter-rater reliability coefficient of r = .889, p < .01, n = 20 was computed to establish the validity of the analysis process. The criteria for assessment of students’ Model-It problem representations included semantic associations, total number of nodes, total number of nodes associated with the central concepts (evaporation and condensation), and propositions and causal attributions, including two rules. Rule 1 states that a hypothesis coheres with what it explains, which can either be evidence or another hypothesis, while Rule 2 states that all hypotheses that explain some other propositions cohere with each other and a total score of each problem representation was calculated.

In this study, it was found that the students used a variety of strategies such as asking questions (from teachers and peers), constructing mind maps, writing detailed notes and self-questioning to study science in class. It was also evident that intervening conditions such as epistemological beliefs, structural knowledge, and domain knowledge exerted an effect on the strategies employed by the students. Two main and diverse types of epistemological beliefs were observed amongst the participating students. While some s tudents maintained that knowledge was ever changing and acquired through constant revisions of one’s understanding, others held the belief that knowledge was determined and validated by the textbook or an authority (teacher), which they considered to be a reliable source. Students who believed that knowledge was constant tended not to question the authority and would faithfully take down notes in class and memorize the information recorded. For instance, Jane (pseudonyms are used for all participants) said that she believed that her teacher was always correct when she said: “I always go to my teacher when I have a question … she always give accurate information,” and she was observed to be “over confident” about her work. On the other hand, there were some students who believed that knowledge is ever changing and acquired through constant revision of their understanding. These students were observed to use the strategy of self-questioning. For instance, David was observed to constantly challenge his teacher’s and his peers’ conceptions both during classroom learning and in the problem-solving sessions. For instance, when his classmate mentioned that evapora-tion does not exist in a dark corner based on his observation, David challenged him to conduct an experiment in different corners of his house. David also continuously engaged in self-questioning by whispering to himself.

In addition, domain knowledge emerged as another intervening condition that affected the students‘ employment of strategies in the representation of the water cycle problem. When students chose the self-questioning strategy, they did so according to their level of domain knowledge. For instance, during her problem-solving process, Mary stated that she had tried to recall her knowledge on the water cycle and thought about the concepts of evaporation and condensation. She then questioned her understanding of these concepts, especially when she got confused by the output of her problem representation. She emphasised that it was the problem-solving activity that helped her realize her mistake: “I started to question myself. When I went home, I read my textbook and other reference books and then I returned to refine my problem representation (model).”

Students who possessed limited domain knowledge were observed to be rather limited in their choice of strategies and were not observed to use a self-questioning strategy. This was evident in the case of Jane who preferred to use a lot of factual, text-book-type information to elaborate her points. It was also clear that she held some misconceptions in relation to the water cycle.

Structural knowledge was another possible intervening condition. It was more likely for students to engage in self-questioning when they were able to understand the relationships among the variables in the system. For example, Alice, who told the interviewer that she had questioned her own representation of the problem during the problem-solving activity, had obtained a score of 63 (M = 23.7) on the semantic associations for the first version of her problem representation, and a 65 (M = 34) on the same section for the second version of her problem representation. These results may imply that she had sufficient structural knowledge to enable her to construct a more coherent problem representation.

A theoretical model (see Figure 12.3) that explains the interplay of interven-ing conditions influencing students‘ problem-solving activity and their learn-ing outcomes was generated as a result of the research program (Lee, 2010).

Restructuring Conceptual Framework

In the problem-solving environment, it was evident that students’ epistemological beliefs, domain knowledge and structural knowledge influenced their choice of strategies for building a coherent understanding and representa-tion of science concepts. The interplay of these intervening conditions promoted students’ self questioning and this, at times, challenged their existing conceptions. In order to reconcile such perturbations, students had to build a more logical problem representation and restructure their conceptual framework. On the other hand, those students who were adopting strategies other than metacognitive self-questioning experienced less intense interaction between problem solving and conceptual change in their process of learning. These students were observed building simple problem representations and they demonstrated less or no significant leaps, or more
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Figure 12.3 The roles of epistemological beliefs, structural knowledge and domain knowledge.




reverse moves in their conceptual models. To illustrate the dynamism between conceptual change and problem solving, two cases are elaborated and presented in the following section.

Simon’s Story

Simon’s KTI scores revealed that he made 13 moves – four significant leaps, three reverse moves and six diminutive moves. Also, he made three significant leaps for his justifications on the concept of condensation. The following examples show how he improved. In both the pre-and post-test for the following question: Jane’s mother parked her car alongside the pavement outside their house. Early in the morning, Jane noticed tiny droplets on the windscreen. These droplets were formed because of water vapour …? Simon chose option B which was: “from the air changing to a liquid state which fell on the windscreen”. In the pre-test, he justified his option by saying that: “the night is very cold and thus met the temperature of condensing.” This justification was classified as the category 1 (misconception) conceptual model. However, on the same question in the post-test, his justification was categorized as the category 4 (synthetic) conceptual model when he stated: “At night, it is very cold, so water which evaporated from the ground did not get enough heat for it to rise. As a result, it will turn into water droplets and form mist or low clouds.” The researchers found that Simon commonly used strategies such as asking or searching for information as well as selfquestioning. He had explicitly told the researchers that he questioned his thoughts very often by saying that: “You know, sometimes I ask what happened? Why is this behaving in that way?” This indicates that Simon perceived knowledge as dynamic and able to be constructed through inquiry methods. During the second interview, Simon told the interviewer that when he encountered problems while building his problem representations, he would question himself (Simon said: “I want to know why by adding a new variable, the output of the model is so different.”) in order to refine his model. It was not surprising to the researchers that when his problem representations were examined, it was found that he made a tremendous improvement on his initial representation, judging by his score of 61 for the second problem representation compared to an initial score of 29.

Simon’s second problem representation (see Figure 12.4) was more elaborated and complex compared to the first (see Figure 12.5), which was linear and simple. The structure of the representation suggested that he had developed an understanding of the intertwined nature of relationships between variables in a real world system, which resulted in an improved semantic associations score (25 to 44). It was evident in classroom observations and interviews that Simon believed knowledge was not static and that he had employed both the self-questioning and information seeking strategies.
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Figure 12.4 Simon’s second problem representation.
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Figure 12.5 Simon’s first problem representation.





Jane’s Story

Our analysis showed that Jane perceived knowledge as static and that the information provided by the teachers and textbook is, in her opinion, was always accurate. This was apparent in her choice of learning strategies which included both rote memorization of facts, and asking her private tutor for information when in doubt. It became apparent through the study that Jane had misconceptions both before and after the problem-solving activity. For example, when asked whether there would be any evaporation without the sun she replied: “Then the water cannot evaporate.” A close examination after the problem-solving activity revealed that she had made five reverse moves, one diminutive move and no significant leaps in her problem representation. In addition, her category 2 (Initial) and category 3 (Textbook) conceptual models were stable. In other words, three of her category 2 and four of her category 3 conceptual models were found to be unchanged in the post-test for the KTI. Jane also experienced a fall in her mean score in her problem representation. Interestingly, her first and second problem representations (see Figure 12.6) were exactly the same, but she deleted some information on the relationships of variables in the second version. Her problem representation retained a simple and linear structured model. This could mean that her knowledge structure was fairly stable throughout the study.

During the post-problem-solving activity interview, when asked whether she had encountered any difficulties in building her problem representation, she confidently said: “Not really, I know what to add.” Although she said at a later stage that she might have encountered some difficulties when determining the relationships between the variables, she could not recall what they were and she preferred to work alone. An examination of her KTI showed that she had made five reverse moves and one diminutive move. There was no evidence to show that she had used a self-questioning strategy during the problem-solving activity. However, what was evident was that
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Figure 12.6 Jane’s first and second problem representation.





intervening conditions such as epistemological beliefs, and domain knowledge as well as structural knowledge could have had an effect on her choice of strategy. During both interviews, the researchers noted that she was quite firm in her belief that knowledge is determined by the authority and the textbook, and throughout the problem-solving activity it was evident that she had little domain knowledge as she was observed to be asking her friends what variable she could add and what humidity is about. In addition, she did not score well on the semantic associations for either version of her problem representations, indicating that her structural knowledge was relatively weak compared to that of her peers. In the first version of the problem representation, she had obtained a score of 27 (M = 23.7) scoring 26 (M = 34) for the second version.

The two illustrative case studies selected from the extensive data collected delineated the dynamic interactions between conceptual change and problem solving. In the first case, Simon was operating in a reflective period (King & Kitchener, 2002) and held sophisticated epistemological beliefs. When learners, like Simon, believe knowledge changes over time and results from reasoned, constructive efforts (Elder, 2002), they are more likely to adopt the self-questioning strategy. Such a strategy enables students to not only construct logical and coherent problem representations but also to recognize the inconsistencies in their initial knowledge structure during problem solving; thus engaging them in an interactive process of conceptual change. Alternatively, Jane’s case showed that students who are influenced by the three intervening conditions while adopting strategies other than selfquestioning tended to experience less intense interaction between problem solving and conceptual change in their process of learning. This leads to the construction of simple and often linear problem representations and fewer significant moves in the development of their conceptual models. In these two cases, it was evident that when the interaction between conceptual change and problem solving was intense, the students produced more sophisticated problem representations and improved their achievement of conceptual outcomes. The students used a variety of learning strategies to develop scientific understandings. Their choice of strategies was affected by three intervening conditions that were domain knowledge, structural knowledge, and epistemological beliefs.

Summary

In this chapter we have discussed the key issues emerging from our review of recent literature in the area of problem solving for conceptual change. It was found that many studies in the field viewed problem solving as a vehicle or process to bring about conceptual change. However, findings from contemporary research suggest that the interaction between the two constructs is far more complex and that there is an interdependent relationship between conceptual change and problem solving. Learning in problem-solving environments is framed by students’ epistemological beliefs, and their structural and domain specific knowledge. It has been proposed in this chapter that conceptual change occurs both as part of the problem-solving process and as an outcome. This dynamic processes generates synergy in knowledge acquisition.
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Introduction

For several decades, Jonassen (1996; 2000; 2003; 2006; 2011) has been instrumental in forwarding a vision of technology use that affords new ways of thinking, representing, and visualizing one’s experiences for deeper reflection and knowledge construction. His corpus of work around cognitive tools, also referred to as mindtools, frames educational technologies as knowledge construction tools that extend the thinking processes of users, enabling new forms of knowledge representation and task manipulation (Jonassen & Carr, 2000; Jonassen and Reeves, 1996). Mindtools are computer tools that have been adapted or created to extend thinking. His rationale for the concept of mindtools is that even simple, readily-available technology tools, such as databases or spreadsheets, can be powerful intellectual partners for engaging learners in new forms of thinking. Jonassen’s mindtools concept is inclusive of general purpose software (such as spreadsheets) as well as designed environments that have been created to facilitate problem solving. Mindtools can include software tools that support knowledge construction and learning-by-design (e.g. programming tools, expert systems, multimedia or web authoring). They can also support semantic organization, dynamic modeling, visualization, multimedia construction, and social networking (Jonassen, 2000). Across the range of approaches and tools, Jonassen (1996) puts forward a unifying concept that “mindtools are cognitive reflection and amplification tools that help learners construct their own representations of a new content domain or visit an old one” (p. 11).

Technology tools can be used to help learners reflect upon and organize ideas and make aspects of the domain under study more explicit and visible (Jonassen, 2000; Linn, 2000). Learner thinking can be made more visible via technology tools that enable the externalization of ongoing understanding (Jonassen 2003; Kafai, 2006), representation of a problem space or conceptual model (Jonassen, 2003), or making connections and comparisons between knowledge and experiences (Collins, 2006). Strategies for supporting reflection using technology tools take many forms and functions, but our synthesis of the literature codifies three primary activities:

(a) amplify observations or experiences in ways that encourage deliberate noticing, capturing, or processing of them;

(b) organize the products and processes of explorations to support revisiting and revising them; and

(c) compare, extend, and explain what students know, considering alternative criteria, audiences, perspectives, representations, or new data

(Collins, 2006; Land & Zembal-Saul, 2003; Lin, Hmelo, Kinzer, & Secules., 1999; Quintana, Reiser, Davis, Krajcik, Fretz, Duncan, Kyza, Edelson, & Soloway, 2002; Schwarz, Lin, Brophy, & Bransford, 1999).

Reflection can be enacted via strategies and technologies, such as mindtools, that can support learners to articulate, visualize, and think about activities and processes (Jonassen & Reeves, 1996).

Since Jonassen’s original theoretical conception of mindtools emerged in the mid-1990s, the technology landscape has changed substantially and perhaps in ways that more readily support his vision of seamless tool use for thinking and reflection. For instance, the size and portability of mobile technology tools, including those that are inexpensive and readily available such as iPods and tablets (and their applications, called apps), enable designers to extend learning opportunities into everyday life worlds of people, untethered from classroom desktops or wired indoor facilities. This opportunity expands the potential range of intentions and experiences that can be amplified for learning. Jonassen has often described the work of Donald Norman (1993) as a foundation for mindtools, specifically his distinction between experiential thinking (automatic thinking about ones experiences with the world) from reflective, or more deliberate, thinking. Jonassen’s vision was that technology, specifically mindtools, could be a connector between experiential and reflective thinking. Portable, wireless technology tools more readily and immediately support this pairing of experience and reflection, as they can be brought to bear directly in the user’s experiential world.

Our discussion here applies the mindtools concept to three cases of everyday learning with informal mobile technologies (i.e. digital cameras, iPods, iPads, smartphones). This shift in context from formal to informal is a departure from the prior research and theory on mindtools for classroom use. The everyday world offers a rich context for learning and extending what is learned in school, yet learners are rarely supported to make such connections, at least in any systematic way. By everyday, we are referring to experiences that routinely occur in daily life that are familiar, informal, and often tacit. Numerous sociocultural studies have tried to characterize differences between the types of learning that occur in formal educational contexts and the world outside schools. For instance, studies of activities such as carpet laying, farming, candy selling (Carraher, Carraher, & Schliemann, 1985; Saxe, 1991), shopping (Lave, 1988), and game playing (Nasir, 2002, 2005) have examined the connections between mathematics learning and cultural practices associated with activity. These studies recognize that knowledge use and learning occur outside of designed, pedagogical settings. More so, the expression and use of knowledge in these settings rely on tools and artifacts situated in the environment, leading to norms, values, and conventions that generally look very different than those found in designed education contexts.

Anchoring learning in real-world experiences or authentic problems (Jonassen, 2004) potentially enhances the likelihood for discovering the relevance of how and why knowledge is useful (Bransford Brown, & Cocking, 2000). For instance, being able to reflect on the environmental science underlying bee pollination in one’s backyard requires intentional observations and interpretations of the surroundings through a scientific lens. Recent mobile computing devices allow for these sorts of investigations and support learners to explore their everyday experiences and use them as objects for knowledge construction (Pea & Maldonado, 2006). In the BioKIDS curriculum, for instance, students used handheld computers to explore their schoolyards, collecting and observing various animals, in order to develop basic understandings of organisms, environments, and interactions between the two (Huber, 2003). Similar biodiversity concepts could be studied with simulations, video clips, and other media (Reiser, Tabak, Sandoval, Smith, Steinmuller, & Leone, 2001), but the use of local, familiar environments and animals may help students better grasp the relevance of the biological theories. Similarly, handheld computer devices, in conjunction with palmenabled probeware, have been used to enable learners to collect and analyze data from the field (Solo way, Grant, Tinker, Roschelle, Mills, Resnick, Berg, & Eisenberg, 1999), which could include backyards, streams, or parks. The mobility of these devices enables new ways of exploring familiar, everyday experiences, where people learn with, not from, mobile devices, resulting in “an intellectual partnership with the computer is that the whole of learning becomes greater than the sum of its parts” (Jonassen, Carr, & Yeun, 1998, p. 14).

Supporting learners to look at their surroundings with diverse perspectives, including those used by professional practitioners, is a goal of informal educational environments such as outdoor nature centers, where portable technology tools are being explored (see e.g. Liu, Peng, Wu, & Lin, 2009; Rogers, Price, Fitzpatrick, Fleck, Harris, Smith, Randell, Muller, O’Malley, Stanton, Thompson, & Weal, 2004). Our work, which will be the focus of this chapter, seeks to extend the concept of mindtools to include mobile technologies that are integrated into everyday places or experiences for more deliberate reflection and learning. The remainder of this chapter presents three cases of designs for learning outside school, that fall into two broad categories of mobile tools (digital cameras and augmented reality for iPads/iPods) that have been used as technology tools to enable reflection on everyday events, experiences, and places. The first category exemplifies digital cameras as mindtools to capture images of places or experiences, and to organize these images as artifacts to compare, extend, and explain their thinking. The second category is focused on augmented reality as mindtools to amplify observations within a place to encourage deliberate noticing or engagement of disciplinary-relevant practices.

Digital Cameras as Tools to Capture Images as Artifacts for Reflection

In this section, we present two examples that illustrate how Jonassen’s framework of mindtools can be extended into everyday places and contexts in support of knowledge construction. Attendant to Jonassen’s assumptions of using technology as a tool for thinking, reflection on one’s experiences can be better enabled if they are captured in some form – udio, video, written diaries or logs – nd used as concrete examples that facilitate shared argumentation, discussion, and reflection. Images collected from videos or cameras provide ways to capture a range of experiences that can be analyzed, compared, or explained (Collins & Brown, 1988). Captured behaviors and experiences allow for reflection (Schon, 1983) as well as being a conversational prop (Brinck & Gomez, 1992; Roschelle, 1992). Asking people to deliberately capture aspects of their experiences often leads them to reflect on observed events as they unfold. Using an expressive medium may somewhat interrupt normal, everyday activities, prompting a photographic eye towards otherwise ordinary events or objects that can be organized and expressed in new ways.

Using digital cameras as tools to document learners‘ experiences allows them to explore concepts in terms of their experiences. Furthermore, mobile devices such as still and video cameras, potentially become mindtools to capture and represent images as data (Smith & Blankinship, 2000). For instance, Rubin’s use of video as a form of laboratory instrument (Rubin, 1993) enabled students to film events in the world and analyze them scientifically. Students could capture video of classmates running a race and use the footage to understand the properties of motion (Rubin, Bresnahan, & Ducas 1996; Rubin & Win, 1994). Similar uses of video to capture and reflect on performance have been applied to dance (Cherry, Fournier, & Stevens, 2003), kinesiology (Gross, 1998), visits to science and art museums (Stevens & Hall, 1997; Stevens & Toro-Martell, 2003), classroom learning (Goldman-Segall, 1997), and surgical theaters (Nardi, 1996). All of these examples share the mindtool purpose of extending and amplifying thinking, with the goal of helping learners qualitatively represent the problem space (Jonassen, 2003) and reflect on their observed experiences. In this way, images captured from digital cameras (a) promote reflection on activities that might normally be tacit, (b) build connections between disciplinary practices and the experiential world, and (c) highlight aspects of a developing theory that warrant further investigation (Jonassen & Reeves, 1996; Land, Smith, Park, Beabout, & Kim, 2009).

Case 1: Digital Cameras as Tools for Reflecting on Nutrition Concepts

We have previously explored a series of projects with young children (Kindergartners through fifth graders) in multiple contexts (e.g. health classrooms, after-school programs) that utilized digital cameras to visualize, analyze, and reflect on everyday food choices (Land et al., 2009; Park, 2007). Typical health and nutrition standards at the primary school level involve identifying the different food groups of the food pyramid, serving sizes, and nutrients. Our projects sought to emphasize learning about nutrition con-cepts using the everyday eating experiences of kids – those that are consistent with adult and professional practices around monitoring and improving health and nutrition.

We provided each participating child with digital or disposable cameras to take home and create records of their food choices for a period of time (e.g. three days to one week). The children used these photographs as data to answer a driving question, “How healthy is the food that I am eating?” Using the actual photographs that they took of their food choices, children learned about the different food groups, identified whether they were eating a balanced diet according to USDA-suggested dietary standards, analyzed fats, sugars, and whole grains, and provided justification for whether the photographs of their meals represented a healthy diet. From these analyses, they identified changes they could make to their typical diet.

In order to support learners to represent knowledge as a “mindful task” (Jonassen & Reeves, 1996, p. 696), we designed a multimedia construction activity (Jonassen, 1996) using photo-journals for them to analyze their photos, articulate their beliefs about the healthiness of their food, and to justify these beliefs using basic nutritional concepts. One aspect of the photo-journaling prompted the children to make nutritional analyses of each photographed meal, considering whether the meals were healthy and why they believed this to be the case (Park, 2007). Using digital photographs as media artifacts supported student discussions with each other around their photographs. Furthermore, the children shared their photographs with their parents, and together they could identify specific strategies to improve the healthiness of their food choices, thus crossing the boundaries between home and school activities. Using the photographs to develop multimedia artifacts, the children constructed organized knowledge representations of their data (food choices) that could be revised and revisited using new information and perspectives.

Our research found that using digital cameras as cognitive tools supported learners to reflect on differences between what they were eating and what they believed they were eating (Land et al., 2009; Park, 2007), lending support to Jonassen’s premise that mindtools serve an important role as a connector of experiential and reflecting thinking (Jonassen, 1996; Jonassen & Reeves, 1996). The portability of the digital cameras readily enabled this pairing of experience and reflection. Comparing their own choices with USDA criteria and categories of healthy food choices prompted surprise and reflection as a result of discrepancies they noticed between their photographs and their personal beliefs about their dietary choices. This suggested that capturing and analyzing experiences through self-taken photographs helped learners ground new knowledge of nutrition in their experiences, potentially leading to greater awareness and reflection.

Case 2: Digital Cameras as Tools for Reflecting on the Past and Present of a Place

We also explored the use of digital cameras as tools to reason about history. In particular, we felt it would be useful to have learners study their local communities and consider ways in which they had changed over time. Most communities have gone through large changes in the past hundred years. For instance, city planning has changed with advances in transportation, from horse-drawn carriages to cable cars, to automobiles and subways, and these changes alter the ways that people have moved and lived. Trying to understand a city’s design can lead to an increased awareness of the intricacies of the urban environment, what is designed and what is natural (Stilgoe, 1998). More so, everyday travels through a city could lead learners to generate and evaluate hypotheses about its development.

History textbooks typically focus on facts, events, and the names of people rather than the questions, decisions, and heuristics that expert historians use in their work (Paxton, 1999; Voss and Wiley, 2006). Being a skilled historian involves collecting, integrating, and questioning evidence conveyed through multiple sources (Rouet, 1997; Wineburg, 1991), but these skills are not always emphasized in history curricula. As a result, students often associate history with knowing facts and conclusions rather than their underlying justifications and arguments (Voss & Wiley, 2006,).

The mindtools emphasis on meaningful learning through problem solving (Jonassen, 2006) influenced the development of a learning environment called Image Maps that connected personal photographs with archival images as a way to understand a community’s history. We designed multimedia construction tools that allowed students to trace the development of buildings or locations over time and generate hypotheses about how and why architectural changes were made (Smith & Blankinship, 2000). Approximately 1,000 historical images of Cambridge, Massachusetts along a two-mile route were identified and digitized. Along the route are two major universities (Harvard and MIT) and two major commercial zones (Central and Harvard Square); these targets were chosen for their historical significance and the availability of numerous photographs from the 1890s to the present. Once these images were scanned, students created multimedia evidence to support and refute claims about the evolution of the urban landscape (Jonassen, 2000).

The intention was for students to walk up to a building and have it reveal photographs of its history, much like the Augmented Reality app Street Museum allows users to do on a pedestrian route through downtown London. As students explored and photographed the community, the camera’s latitude, longitude, and orientation were captured and inserted into the digital image file. When student photos were uploaded into our application, their position data was matched with historical images stored in a database. If a student took a picture of the newsstand in Harvard Square, the system would retrieve and display historical images of that location taken from the same location and angle. In a sense, the camera and retrieval software acted as a “time machine” (technical details can be found in Smith, 1999); students photographed the present, and the computer returned images of the same location from the past (see Figure 13.1).

The learning environment acted as a mindtool by helping students to make sense of the pictures using multiple representations and perspectives (i.e. historical, architectural, urban planning) (Jonassen & Reeves, 1996). Students began by annotating their pictures with features that changed over time. For instance, some students might have focused on transportation, marking some images with horse-drawn carriage tags, others with automobile tags. Another group of students might be interested in land use, describing buildings using tags like commercial or industrial or focus on changes in Cambridge fire stations. Students used labels to compare images, reflect on similarities and differences, and create temporal chains to describe their observations.
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Figure 13.1 An early version of Image Maps. Thumbnails along the right side are pictures taken by students. Selecting one of these brings up the thumbnail at the top of the screen, historical images linked to same location. The large image at right center is the student’s photograph; the image at left center is an expanded view of a related historical image.




These chains connected historical and student-taken photographs to explain particular aspects of community change. Figure 13.2 shows a set of chains generated by a group of students to illustrate a relationship between traffic and parking over time.

One important characteristic of the image repository is its use of student-collected photographs to drive student inquiry. The goal was to lead students through various tasks, scaffolding the process of observing historical photographs and generating hypotheses about community change.

Augmented Reality as a Tool for Scientific Observation

Another mobile application of technology we have used to support problem solving related to scientific observation in everyday contexts is Augmented Reality (AR). AR combines elements of a real-world physical space with virtual material (e.g. text information, videos, audio, gaming scenarios) in real time (Feiner, Macintyre, & Seligmann, 1993; Rogers et al., 2004). Popular augmented reality environments are available as commercial apps on most mobile devices. For instance, one popular commercial app is StarWalk, which enables users to point their mobile devices to a particular location in the night sky and see real-time images of constellations, planets, and stars overlaid onto their device screen. AR also uses Quick Response (QR) bar codes and/or global positioning system (GPS) coordinates to trigger the relaying of such information.
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Figure 13.2 An early version of the Image Maps timeline tool. Students used this to link historical photographs and explain how and why they were depicted events that were changing over time.




The 2011 Horizon Report (Johnson, Smith, Willis, Levine, & Haywood, 2011) suggests that augmented reality offers “strong potential to provide both powerful contextual, in situ learning experiences and serendipitous exploration and discovery of the connected nature of information in the real world” (p. 17). For instance, students can carry mobile, wireless devices through a real-world context and “engage with virtual information superimposed on physical landscapes (such as a tree describing its botanical characteristics or a historic photograph offering a contrast with the present scene)” (Dunleavy, Dede, & Mitchell, 2009, p. 8). In this way, augmented reality apps on mobile devices can serve as tools for reflecting on real-world experiences on demand and within a contextually-rich context outside of school.

Case 3: Using AR to Support Scientific Observations in an Outdoor Nature Center

Land and Zimmerman used AR in a project entitled Tree Investigators – where learners explored deciduous and evergreen trees – comparing local trees to each other, as well as to non-native species to make decisions about the scientifically relevant aspects of the garden to make an identification (Land, Zimmerman, Murray, Hooper, Yeh, & Sharma, 2011). Research has found that when learning to make scientific observations, novice learners have to see in new ways (Eberbach & Crowley, 2009); or in problem-solving terms, novices face seasonally dynamic and scientifically situated problems of understanding what is relevant to the situation (Jonassen, 2000). In this sense, learners faced two kinds of authentic science problems, which mapped onto Jonassen’s problem-solving processes from a typology (2000):

• strategic performance – pplying tactics from science that are relevant to a situation; and

• decision making – identifying and comparing evidence to best fit a problem with appropriate justification.

With the aid of the Tree Investigators, learners applied these two problem-solving processes to support their knowledge building and reflection. Learners needed to (a) apply tactics from science to identify a tree, (b) diagnose which aspect of the tree to focus on to show the biological diversity of trees, and (c) decide about the differences between evergreen and deciduous trees to aid in identification. The goal behind Tree Investigators was to support youth’s knowledge building in the life sciences, in the sense that the AR materials encouraged youth to have a deliberate focus on the scientifically-relevant aspects of the trees. In this way, the AR provided learners with additional resources to engage within the physical space as scientists. The blend of the technology augmentations and key elements from the outdoor learning space changed the activity by combining aspects from two settings (technological and physical) into one.

In this example, the youth’s interactions using the technology are mediated in two main ways. First, students‘ physical observations of eight different trees with text and images were supported through QR (Quick Response) codes (see Figure 13.3) that were indexed to specific trees to highlight variations in physical characteristics. The AR materials focused students’ observations on these variations and encouraged them to make additional comparisons in order to highlight species‘ similarities and differences. In addition, Tree Investigators used Microsoft™ Tag Reader to bring specific web-based content to an iPod or iPad that was uniquely relevant to the garden site being explored and to the community. Comparisons, for example, were made between the heights of trees and nearby buildings. Learners were prompted to compare the bark of the tree in front of them to the bark of the tree to their right.

The science content we layered into the garden space via AR tools included three main characteristics of the tree being investigated: (1) leaves/needles, (2) fruit elements, and (3) bark features (see Figure 13.4). Where possible, we augmented images and information that were not directly perceptible to the students at that time (e.g. fall leaf colorings, spring flowering). Organizing the content in this structure served as an intentional scaffold to reveal to students a method of observation of tree species that could help them iden-tify similarities and differences. The link and interface structure suggested a common set of connected ideas that could be applied across instances (Jonassen & Carr, 2000; Quintana et al., 2002).

We also augmented the garden space by creating a “tree mystery” narrative as a context for applying their newly-refined observational practices about trees. Students were told that they were going to help determine the species of a new tree that was donated to the arboretum. Students received clues to figuring out the mystery tree via large AR markers that displayed an
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Figure 13.3 QR code for accessing context-specifi c information in the garden.






[image: ]
Figure 13.4 Tree characteristics that were augmented and accessed with MicrosoftTM Tag Reader.




image of one of the characteristics of the mystery tree. When the AR markers were held in front of a webcam, the content associated with that marker (i.e. a unique biological feature of the mystery tree) was displayed on the computer screen. Students used a commercial US Trees app to help narrow their search by answering dichotomous key questions. Taken together, our goal was to use AR as a tool for revealing observational methods used by scientists to look at tree species and to facilitate the development of children’s own observation skills of the relevant aspects of the local outdoor context.

Conclusion

Mindtools was a concept that grounded learner-centered designs across these three case studies of designs for mobile technologies outside of school (Jonassen & Reeves, 1996). The examples in this chapter all support youth and families in articulating their ongoing understandings, comparing performances or phenomena, and explaining understanding in cohesive ways. Through these cases that focused on learning about disciplinary content connected to everyday places, mobile devices served as mindtools by helping learners connect their experiences with authentic practices, problems, and contextualized knowledge. The success of these three cases suggests that the use of mobile technologies as tools to extend thinking has potential to help learners make deeper connections between their everyday lives and knowledge construction.

Our efforts are intended to provide a starting point to suggest new directions for the application of Jonassen’s foundational work on cognitive tools. We see the need for educational researchers and designers to explore tools and frameworks that can transform a physical place into a learning space by either (a) capturing elements of a place or experience that can be used for further processing, extension, or knowledge construction; or (b) layering data, perspectives, or scaffolds into a physical place in real time to augment how learners can engage the space in ways otherwise conceptually inaccessible to them.

Although Jonassen’s mindtools approach was originally intended for, and applied, in school contexts, researchers and designers working with informal environments can adapt the construct to support learners’ reflection and articulation. This adaption to learning outside of schools becomes a design imperative to address the needs of the full educational system. For example, Bransford, Brown, and Cocking (2000) noted that students spend only 14 percent of their time in school, but spend roughly 53 percent of their time in the home and community. The informal learning contexts of home, recreation, and community life are largely untapped by designers, researchers, and educators. By applying Jonassen’s work into new technologies and new spaces, educational researchers can address questions of how to mobilize people’s rich, informal experiences and everyday contexts in their understanding. The theory and application of Jonassen’s frameworks for meaningful learning provides a basis for conceptualizing and designing technology tools to support knowledge representation and construction in real places and contexts. The concept of a mindtool is a valuable method for aiding designers to connect individuals’ authentic, everyday experiences with systematic reflection and articulation of them.
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14 Mindtools for Argumentation, and their Role in Promoting Ill-Structured Problem Solving
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Introduction

Helping students gain skills in problem solving is a key goal in twenty-first century education (Kuhn, 2007; Warschauer & Matuchniak, 2010). No longer is it enough to simply have a body of accumulated knowledge; rather, one needs to be able to apply knowledge to solve problems (Carnevale & Desrochers, 2003; Casner-Lotto & Barrington, 2006). But the type of problem solving students need to learn is not represented by the classic story problems that many remember from mathematics class. Determining when two trains travelling in opposite directions will meet is not an authentic problem in that it does not represent the kind of problems people face in the real world. As Jonassen (2000) noted, the kind of problems encountered in the real world are ill-structured problems, which cannot be solved by applying a simple procedure or with only the presented information. As such, students need to address ill-structured problems in school (Jonassen, 2000). Simply providing students with an ill-structured problem and expecting them to solve it is not productive.

In this chapter, I explore methods of supporting a critical process involved in ill-structured problem solving – argumentation. First, I explore ill-structured problems, and their role in education and the twenty-first century workforce. Then, I explore the connection between ill-structured problem solving and argumentation. Next, I explore methods for helping students gain skill in argumentation, including scaffolding (as mindtools). Then I discuss controversies in the literature on scaffolding argumentation. Finally, I look forward and discuss argumentation and problem solving and their role in the future of educational technology.

The Need for Ill-Structured Problem-Solving Ability

David Jonassen is a key figure in the emergence of ill-structured problem-solving ability as a focus of education. As he wrote about the importance of ill-structured problem solving, researchers listened, and cited Jonassen’s work extensively. According to Google Scholar, as of March 21, 2012, Jonassen has 64 works that have each been cited at least 64 times, including 51 works that have each been cited at least 100 times. This is an extraordinary record of impact, and while not all of Jonassen’s works pertain to ill-structured problem solving, much of his highest impact work does.

The Definition of Ill-Structured Problem Solving

Ill-structured (authentic) problems are those for which there is more than one valid solution and more than one possible solution path (Jonassen, 2000). Authentic problems cannot be solved simply by applying a set procedure or by reading a set of problem facts (Jonassen, 2000). Furthermore, there is no one set of criteria for determining the sufficiency of a solution to an authentic problem. Different stakeholders will hold differing sets of criteria by which they judge the sufficiency of problem solutions.

An example of an authentic problem is what should be done to optimize the water quality of a river. There are many different components that combine to indicate water quality, such as (a) oxygen concentration, (b) phosphate levels, (c) nitrate levels, (d) water temperature, (e) turbidity, (f) presence of mayflies, stoneflies, and caddisflies, (g) pH, and so on. Furthermore, no single component has a level that can always be considered ideal. Take temperature for example. Water temperature is important to life in rivers. Water temperature in rivers is not constant; as the day progresses and the sun shines on the surface of the water, the temperature can rise. Water temperature in a river is important because it influences oxygen concentrations. Oxygen concentrations in turn influence the type of fish and other organisms that can live in the river. Colder water will have a greater oxygen concentration, which is conducive to healthy trout populations. Warmer water tends to have a lower oxygen concentration, which is not good for trout but can support fish species such as carp. Having a healthy trout population in a river in mountain regions can be very important to fishermen and environmentalists. If the water is too warm for trout to survive, and yet trout are desired in the river, then it may be desirable to lower the water temperature. However, there is no one procedure for lowering the temperature of water in a river. There are techniques that can help, like planting more trees along the riverbanks, which can provide shade. But this in turn can change other water quality indicators when leaves fall into the river. Not all stakeholders will agree that planting trees along the river is a good solution, or even that the water temperature needs to be lower. Planting trees along the riverbanks may not be enough to lower the temperature, or to sustain a healthy trout population. Furthermore, maintaining a healthy trout population may not be equally valued as a goal by all relevant stakeholders.

Why is Ill-Structured Problem-Solving Ability Needed?

A key argument made by Jonassen to support teaching students to solve ill-structured problems is that in just about any career they pursue, they will be retained and rewarded for solving ill-structured problems, not for reciting memorized information (e.g., Jonassen, 2000; Jonassen, Strobel, & Lee, 2006). This argument stems from the fact that the workplace has changed considerably in the last few decades. It used to be enough to have a certain body of content knowledge and some rudimentary skills (Carnevale & Desrochers, 2003). But that does not suffice any more (Carnevale & Desrochers, 2003; Casner-Lotto & Barrington, 2006; Jonassen, 2000). The monotonous work on assembly lines that used to require legions of workers can now be performed by a few robots (Reich, 2009). But this does not mean that factories are devoid of humans. Rather, workers who are employed in factories need to be able to solve more complex problems (Carnevale & Desrochers, 2003; Feller, 2003; Nordgren, 2002). In fact, in a survey of major employers, problem-solving ability was one of four most highly desired, yet least-developed skill among high school graduates (Casner-Lotto & Barrington, 2006). High school graduates are clearly not being sufficiently prepared to solve complex, ill-structured problems; this can adversely affect their future employment and career advancement prospects.

Process

As Jonassen (2000) noted, the exact process by which ill-structured problems are solved can vary between problem types (e.g., decision-making problems, design problems). But many authors posit that certain general stages exist in all ill-structured problem solving (e.g., Belland, Glazewski, & Richardson, 2008; Jonassen, 2003; Jonassen, 2011). To solve authentic problems, individuals first need to represent the problem (Belland et al., 2008; Jonassen, 2003, 2011). Modeling the presented problem is important not only so the present problem can be solved appropriately, but also so that skills gained can be applied to new problems (Jonassen, 2011). The problem representation that is required when solving authentic problems goes considerably beyond the givens in the problem situation (Jonassen, 2003). It involves creating a rich mental representation of the problem stakeholders, what is happening, and how these entities interact (Jonassen, 2003). It involves causal reasoning in that a problem representation needs to specify how and to what extent certain variables impact other variables (Jonassen, 2011). So in the Intermountain river example, problem solvers need to first determine the ideal state of the river from their stakeholder perspective, and determine how the current state departs from the ideal state. In short, they need to create a mental model of both the current situation and the ideal situation (Jonassen, 2000). But given that it is an authentic problem, there is no single, clearcut ideal state of the river. To establish an ideal state, problem solvers must engage in argumentation with fellow problem solvers (Garcia-Mila & Andersen, 2008). They must establish a rationale as to why certain characteristics are ideal and are preferable to other characteristics. They need to determine the causal relationships between the problem elements – how changing one element would impact the others. Also, it is important to note that the difference between the ideal state and the current state cannot be represented with a simple quantitative equation.

Next, problem solvers need to determine what else they need to know to solve the problem, and find that information (Belland et al., 2008; Belland, French, & Ertmer, 2009; Hmelo-Silver, 2004). So in the river example, some things they may need to know include the extent to which there are trees on the riverbanks, the flow rate, and the extent to which oxygensensitive bugs such as mayflies are present. Because there are no hard and fast rules about the exact types of information that needs to be found, or how to find it again, this stage in the process relies on argumentation.

Then problem solvers need to develop a solution and test its support (Belland et al., 2008; Hmelo-Silver, 2004). Because there are multiple valid solutions to authentic problems, again, this requires argumentation in that the appropriateness of solutions can only be determined by weighing the evidence for and against the solution. One way that evidence can be weighed is to consider the problem from multiple perspectives (Jonassen, 2000; Nussbaum & Schraw, 2007). For example, when examining how to optimize water quality in a river from the perspective of a farmer, it makes sense to think of the problem from other perspectives, such as that of a common citizen. Then, one could think if the same evidence appears to support the same solution from what perspective. One can also consider the same evidence when used to support a counterargument (Nussbaum & Schraw, 2007). Does the evidence appear to support the counterargument to an equal or greater extent than the original argument? The ways in which problem solvers evaluate solutions depends to a large degree on their epistemic beliefs (Jonassen, 2000). As Jonassen (2000) noted, the specific criteria by which solutions are judged depends on the type of ill-structured problem (e.g., troubleshooting problems, dilemmas). For example, in the case of a troubleshooting problem related to a car rattle, a solution may be deemed acceptable when the car stops rattling. In the case of a dilemma, like how to optimize water quality, the measure of a successful solution may simply be that there is an articulated solution with some justification (Jonassen, 2000).

Can One Learn Generalizable Ill-Structured Problem-Solving Skills?

A key goal that can be sensed in Jonassen’s work is that of trying to engender students’ application of high-quality approaches to ill-structured problem solving in a variety of situations. But it must be made clear that Jonassen’s intent is not the same as of many researchers in the era in which information processing theories held sway, who attempted to distill universal approaches to problem-solving that could be learned and then applied to a multitude of problem-solving situations. So for example, methods like means-ends analysis (Simon, 1979) and analogical problem solving (Gentner, Lowenstein, & Thompson, 2003) were proposed as problem-solving methods that could be applied to a variety of problem-solving situations. Many researchers began to see problems in this conceptualization of problem solving. One issue was that in much of the research that supported the development of these models, participants engaged in relatively constrained problem-solving games like Missionaries and Cannibals and Tower of Hanoi (Gick & Holyoak, 1980). These were not deemed to be representative of real world problems. Another issue is that transfer tasks were often either unrealistic, or transfer was not found in research (Barnett & Ceci, 2002).

Argumentation the Key to Solving Ill-Structured Problems

Much of Jonassen’s most recent work has focused on the role of argumentation in helping students learn to solve ill-structured problems. According to Kuhn and Pearsall (2000), science is, at its core, “the coordination of theory and evidence in a consciously controlled manner” (p. 114). By examining the terms in this quote, one would do well to note that theories and evidence are very much involved in both problem solving and argumentation.

Science is problem solving in that it is a way of examining evidence in light of theories to determine how well theories can explain evidence. Scientists create theories to explain and predict reality. But creating theories without reference to evidence would be an exercise in futility, and, indeed, entirely unscientific. When they do not explain a phenomenon, theories need to be adjusted and or new theories need to be added. This process of theory testing and adjustment is scientific problem solving, and is the method by which science advances.

Scientists can justify their decisions in terms of evidence and principles through argumentation. Scientific argumentation can be defined as the process by which individual scientists generate theory and communicate and defend it among the greater community of scientists (Osborne, 2010). Just like problem solving, argumentation involves a type of theory (i.e., a claim) and evidence, and a good argument connects evidence to a claim. In the next section, I explore argumentation more extensively.

Argumentation Definition

In its simplest definition, argumentation can be defined as the process of backing claims with evidence (Perelman & Olbrechts-Tyteca, 1955). However, there are many more nuanced definitions of just what it means to engage in argumentation. There are three main schools of thought: rhetorical, persuasive, and dialectical.

Rhetorical

Classical rhetoric is at once one of the oldest strands in philosophy and the oldest tradition in argumentation. One distinguishing feature of rhetoric is the subject matter about which rhetorical arguments can be made. According to many scholars of rhetoric over the ages, rhetorical arguments cannot be made about specific actions, but rather choices about actions (Kock, 2009). For example, one cannot make a rhetorical argument that actuarial science is the best career. But one could make a rhetorical argument that choosing actuarial science as a career option is good.

Systems of rhetoric were not concerned with rules by which the audience of the argument could accept claims, but rather with the strategy by which orators could produce arguments (Braet, 1987). Rhetorical arguments relied on a system of formal logic that provided chains of evidence from premise to evidence to claim such that the argument could not be falsified (Bricker & Bell, 2008). For any argument, there was an arbiter who could apply “universally accepted yardsticks inherent to the matter under discussion” (Braet, 1987, p. 91). That is, according to rhetorical argumentation, there is a set of universal criteria that can be used to assess the validity of all arguments. Because of this, it does not align well with authentic problem solving. Just as there can be multiple valid solutions to authentic problems, there also can be multiple potentially valid arguments (Jonassen, 2011).

As an example of a rhetorical argument, consider the following scenario. Jimmy wants to prove to his deaf friend Mark that his cat, named Tommy, meows. Mark has never heard Tommy meow for obvious reasons. Jimmy tells Mark: “All cats meow. Tommy is a cat. Thus Tommy meows.” As can be seen, if the premise and the evidence are both true, then it will automatically follow that the claim is true.

Persuasive

One of the most prominent models of persuasive argumentation was developed by Perelman and Olbrechts-Tyteca (1955), according to which an evidence-based argument consists of a claim connected to evidence by way of premises. The purpose of argumentation is to lead the audience to agree that the claim is valid (Perelman & Olbrechts-Tyteca, 1955). One can do that by using premises that are jointly held by the arguer and the audience to establish the connection between claims and their associated evidence. The premises need not always be explicitly stated. In this model, there is no such thing as universally accepted yardsticks by which to judge arguments, and there is no such thing as a universally valid argument. Arguments can be considered valid or not by a specific audience. Because persuasive arguments are not judged with respect to universal criteria, they are compatible with authentic problems.

As an example of a persuasive argument, consider the following scenario. Bobby wants to prove to Jonny that trees need to be planted along the Smithfield River. Bobby says: “Trees need to be planted along the Smithfield River because the water temperature in the river is too high. When the water temperature is too high, trout cannot live.” In this case, there are two unstated premises. The first is that the Smithfield River should contain trout. The second is that trees on the banks of a river would provide shade, and thus lead to a lower water temperature in a river. Through his statement of the claim that trees should be planted along the riverside, and the associated evidence, which are connected to the claim by way of unstated premises, Bobby may lead Jonny to accept his claim as valid. But this depends on Jonny’s acceptance of the pertinence and validity of the evidence put forward, and the appropriateness of the premises that are used to make the connection between the claim and associated evidence.

Dialectical

According to the dialectical model of argumentation, the goal of an argument is not to win the argument, or prove that your claim is valid. But rather, an arguer aims to arrive at a claim closer to the ultimate truth through discussion with someone with an opposing claim (Jonassen & Kim, 2010). The underlying idea is that each claim related to a topic can hold an element of the truth, but that no human claim can hold the entire truth. But through discussion with someone with an opposing claim, one can get closer to the ultimate truth. This can happen as inconsistencies in each opposing claim are detected and rectified (Walton, 2007). Engaging with arguers with opposing claims in a cooperative rather than an adversarial manner can be likened to the idea of conceptual crisscrossing in cognitive flexibility research (Braten, Britt, Stromso, & Rouet, 2011; Jacobson, 2008). By engaging with multiple perspectives on the same topic, one can build stronger conceptual models related to the underlying data, which can in turn be used to explain the data more effectively (Braten et al., 2011; Jacobson, 2008).

As an example of a dialectical argument, consider Carrie and Sarah’s discussion about how to optimize the Smithfield River’s water quality. Carrie represents the farmer stakeholder position and Sarah represents that of fishermen. Sarah says that trees should be planted along the river to lower the water temperature, a fence should be installed to keep livestock out of the river, and dams should be removed to allow the river to flow normally. Carrie says that trees should not be planted along the river because that infringes on her rights as a landowner, a fence should not be installed because her animals have as much of a right to use the water as anyone or anything else, and the dams should stay because irrigation water from the associated reservoirs help farmers grow crops. Through discussion of their claims and evidence, Carrie and Sarah may eventually arrive at a claim that is more representative of the ultimate truth, and one that all stakeholders could support.

Connection Between Argumentation and Ill-structured Problem Solving

Argumentation is central to ill-structured problem solving (Belland et al., 2008; Jimenez-Aleixandre, Rodriguez, and Duschl, 2000; Jonassen, 2011; Jonassen & Kim, 2010; Spector & Park, in press). If problem solving is the coordination of theory and evidence (Kuhn & Pearsall, 2000), then argumentation is the articulation of how theory and evidence interrelate. Authentic problem solving involves an unclear current state, multiple possible goals, and multiple possible solutions. As such, there are many open-ended questions to be answered when solving an authentic problem. For example, what evidence is applicable to the problem at hand? What are good strategies to gather evidence? What is the difference between the current state and the goal state? What is the goal state? What are the necessary elements of an acceptable problem solution? Since there are no single right answers to the questions, problem solvers must engage in a process of argumentation to answer them and justify those answers (Jonassen, 2011). Furthermore, the type of argumentation will be either persuasive or dialectical, because it is not possible to construct a universally valid argument (i.e., rhetorical) about authentic problem solving. This process may be carried out either with fellow problem solvers, in the case of group problem solving, or as an internal dialog, in the case of individual problem solving. In individual problem solving, internal dialog takes place as inner speech, and precedes the production of written problem solutions and/or arguments (Vygotsky, 1962). Inner speech is inherently dialogic in that it responds to other utterances, whether something someone articulated in writing or orally or cultural rules (e.g., what an ideal state would be; Eun, Knotek, & Heining-Boynton, 2008).

People of all Ages and Skills Struggle with Argumentation

Many studies have found that not only K-12 students (Driver, Newton & Osborne, 2000; Keefer, Zeitz, & Resnick, 2000; Ruiz-Primo, Li, Tsai, & Schneider, 2008) but also highly educated adults (Felton & Kuhn, 2001) have difficulty creating effective evidence-based arguments. For example, Kuhn and Udell (2007) compared the performance of middle school students, high school students, and graduate students when selecting an argument to further a personal goal. There were no differences between (a) graduate students and high school students, or (b) high school students and middle school students. The only significant difference was between middle school students and graduate students, and this was only on the order of 0.51 standard deviations. 0.51 standard deviations is a mediumeffect size according to Cohen’s (1969) effect size guidelines, but one would expect the separation between graduate students and middle school students to be much larger. There is clearly a lack of argumentation skills among the American public.

Methods to Help Students Gain Skill in Argumentation

A central concern in the consideration of methods to promote argumenta-tion ability is whether the overt focus of an instructional unit should be on developing argumentation ability or on the development of problem-solving ability. In short, should students think they are learning to solve problems or learning to create evidence-based arguments?

Focus on Argumentation

One school of thought says that the overt focus should be on developing argumentation ability; that is, that educators should overtly teach students the norms of argumentation and how to create evidence-based arguments (Monte-Sano, 2008; Swartz, 2008). Then, later, once students know the skill of argumentation, they can apply the skill in context.

One difficulty with employing an overt focus on argumentation is that to effectively engage in argumentation, one needs to have something about which to argue (Jonassen & Kim, 2010). So practice activities, which are considered crucial in most instructional theories, would be difficult to facilitate. Much research indicates that one cannot learn process skills effectively without engaging in the process while learning (Schank, 2004). Learning the process of argumentation overtly, and then actually engaging in argumentation can be problematic in that argumentation skills may not be learned effectively in the first place, so students may not be able to apply the skills. In short, the risk with overly teaching argumentation is that students will learn inert knowledge that cannot be generalized.

Focus on Problem Solving

Another school of thought holds that students should learn argumentation while engaged in authentic problem solving (Belland et al., 2008; Jonassen & Kim, 2010). For example, middle school students can develop a project to use $3 million dollars to further the Human Genome Project from stakeholder positions, and then develop evidence-based arguments in support of their solutions (Belland, 2010; Belland, Glazewski, & Richardson, 2011).

By focusing on problem solving, educators can give students a topic about which to argue (Jonassen & Kim, 2010). Furthermore, by arguing about authentic problems, students have the potential to learn argumentation skills that can be applied to new contexts (Schank, 2004).

The Role of Mindtools

Mindtools can help students engage in this process. Jonassen, Carr, and Yueh (1998) proposed that computer applications be used not just as deliverers of information, but as mindtools with which students could do things like represent problems, organize what they are learning, and think critically about information. This connects to research on the use of scaf-folding to support argumentation during problem solving (Belland, 2010; Belland et al., 2011; Sandoval & Reiser, 2004). Scaffolding is designed to help students engage in and gain skill at higher-order thinking processes they cannot complete unaided (Belland et al., 2008; Wood, Bruner, & Ross, 1976). It is original conceptualization, scaffolding was provided on a just-in time basis by a teacher or parent (Wood et al., 1976). More recently, the potential of computer-based tools to serve the scaffolding function has been proposed (Hannafin, Land, & Oliver, 1999).

Several reviews of the research on mindtools have indicated the potential of these resources. Belland, Glazewski, and Richardson (2008) reviewed computer-based scaffolds (mindtools) used to support middle school students’ creation of evidence-based arguments. Another review was conducted by Clark, Stegman, Weinberger, Menekse, and Erkens (2008). Methods used for supporting argumentation during problem solving include concept mapping, questioning, modeling, and other scaffolding strategies to support problem reformulation, evidence collection, and the connection of claims to evidence (Belland et al., 2008).

Application of Argumentation in Future Situations

Ideally, if students gain argumentation skills, they will be able to apply those skills in future situations. But debate remains as to whether this is likely. The debates relate to whether argumentation skills are context-bound and how to promote the transfer of responsibility from the scaffold to the student.

Controversy 1: Context-Bound Hypothesis

As noted previously, for many years, researchers attempted to distill problem-solving heuristics that could be applied to problems in a variety of domains (for an overview, see Simon, 1979). Much of the research that was done to develop such heuristics used games like the Tower of Hanoi, which involved well-structured problems and the need for little content knowledge (Simon, 1979). However, more recent research suggests that the quest for universal heuristics may not be a productive one. According to Jonassen (2000), ill-structured problem-solving skill tends to be very context-specific in that problem solvers in different disciplines need to deploy domainspecific strategies to effectively solve presented problems. Given that argumentation skills and ill-structured problem-solving skills are so interconnected, are argumentation skills likewise context-bound?

There are two issues at debate here. The first is if argumentation strategies are subject-specific. So, for example, will a specific argumentation process work only with various problems in the domain of bioengineering, or can it work in problems in other subjects like organic chemistry? Within argumen-tation, there are context-free strategies that can be used. For example, in persuasive argumentation, it is important to back a claim with evidence by way of premises. This generic strategy can in theory work in any domain. But the specifics in how the strategy is deployed can vary by subject. For example, someone who is not an expert in bioengineering may have difficulty identifying subject-specific premises. Or in seeing how collected evidence might relate to a given claim. Sadler and Donnelly (2006) found that there was no relationship between content knowledge and argumentation quality among high school science students.

The second is if argumentation strategies are topic specific. For example, would a specific argumentation process only work with a specific problem in bioengineering, or could it be used with multiple problems in bioengi-neering?

Kuhn (2010) found evidence that students can learn argumentation skills in one content area and then apply the skills in a different context.

Controversy 2: Transfer of Responsibility Debate

One of the most enduring controversies in scaffolding research is if tools can be called scaffolds if they are not faded. In the original conceptualization of scaffolding, a teacher provided just the right amount of support to allow a student to perform a task that he/she would not be able to complete unaided, and then reduced support as the student gained skill (Wood et al., 1976). This was said to help facilitate the transfer of responsibility from the scaffold to the student such that the student would be able to perform the task independently. In teacher-provided scaffolding, fading is still an option because teachers can engage in ongoing diagnosis of student ability. But current computing technology cannot engage in ongoing diagnosis of ill-structured problem solving (Belland, 2011). Thus, it is impractical to implement fading of computer-based scaffolds based on ongoing diagnosis of student ability (Belland, 2011). When one considers the scaffolding types specified by Hill and Hannafin (2001), it may be possible to implement fading in procedural scaffolds, but not among strategic, metacognitive, and conceptual scaffolds.

So how can the lack of fading be overcome? Belland (2011) considered scaffolds that are not faded as part of a distributed cognition system. If this is done, one can promote transfer of responsibility through front-end work in the design of scaffolds. Specifically, if scaffolds are designed such that students need to (a) maintain executive control throughout the functioning of the distributed cognitive system, and (b) engage mindfully, then the scaffolds can be removed and the remainder of the system can adjust (Belland, 2011).

Argumentation, Problem Solving, and the Future of Educational Technology

Recently, Jonassen (2011) pulled together all he has learned over the years about ill-structured problem solving, and how to support it. Argumentation figures prominently in the book, reflecting the importance Jonassen places on the process. But of course Dave Jonassen would never say argumentation is central to problem solving simply because he says that it is. Rather, he would want readers to look at the evidence.

As noted earlier, the twenty-first century workplace will require the ability to solve authentic problems as a core competency (Casner-Lotto & Barrington, 2006). Being able to build evidence-based arguments is central to authentic problem solving because argumentation is involved in all phases thereof (Belland et al., 2008; Jonassen, 2011; Osborne, 2010). But having students solve word problems is not going to help develop these skills. Rather, having them solve authentic problems with the help of mindtools can help them learn how to (a) represent problems, (b) determine and find needed informa-tion, and (c) link evidence to claims (Belland et al., 2008; Clark et al., 2008).

Current Trends

Online Learning in K-12 Schools

As schools progress in the twenty-first century, another initiative is being introduced that will change how authentic problem solving is facilitated. Online education is becoming increasingly prevalent at the K-12 level. A recent report from the National Center for Educational Statistics (2011) indi-cated that 55 percent of public K-12 districts offered online courses in the  school year; the majority of these courses were asynchronous courses. Furthermore, a major reason that districts offered online courses was to be able to offer courses that enrollment numbers would not otherwise justify offering in a face-to-face format (NCES, 2011). Students in 22 percent of the school districts offering online courses can take a full course load entirely online (NCES, 2011). By many estimates, the proportion of K-12 students taking online courses will increase as time progresses (e.g., Christensen, Horn, & Johnson, 2008; Picciano, Seaman, & Allen, 2010). In fact, Utah recently passed a law guaranteeing K-12 students who meet the prerequisites the right to enroll in publicly funded online courses (Statewide Online Education Program Created, 2011). The emergence of online education will fundamentally change how authentic problem solving and argumentation can be facilitated in K-12 schools. For example, existing mindtools to facilitate such processes largely assume that students are in the same place at the same time. This allows students to engage in the difficult process of consensus building that is central to face-to-face argumentation. It is important to note that consensus building should not mean that the opinion of whoever has the strongest voice is adopted wholesale. Rather, along the lines of dialectical argumentation, the consensus-building process can help individuals point out and rectify inconsistencies in other’s claims and associated arguments. Much more needs to be known about how to encourage this crucial process in asyn-chronous discussions. Many of the online courses that students will be taking will likely involve advanced science. For example, a school in rural Appalachia may not have enough students to justify hiring a highly qualified teacher to teach advanced physics, but throughout the state there would surely be enough students who are interested in taking the class. So if students are taking the course asynchronously and are separated by hundreds of miles, how can the kinds of teamwork, consensus building, and argumentation that are central to authentic problem solving be facilitated? One way might be to mandate synchronous consensus building sessions in which students use chat rooms to discuss ideas and build consensus. Another idea may be to build off of the CSILE/Knowledge Forum Research, in which students articulate ideas in a database, and then peers could go in and comment on the ideas later (Scardamalia & Bereiter, 2006). Another perspective that may inform the consensus-building process in asynchronous work is that of peer scaffolding. Peer scaffolding is the third major type of scaffolding, with the first two being teacher scaffolding and computer-based scaffolding (Belland, in press). In peer scaffolding, students apply a provided framework to their peers’ work. The framework could be represented by a rubric or a process modeled by a teacher. The key attribute of peer scaffolding that differentiates it from peer feedback is that it involves both critique and prompting. For example, in Learning by Design, middle school students can critique classmates’ designs, and prompt classmates to articulate rationales for both their designs and the associated rules of thumb (Kolodner, Camp, Crismond, Fasse, Gray, Holbrook, Putambeckar, & Ryan, 2003). Teacher modeling of peer scaffolding approaches could work in online education, but such modeling would be of a fundamentally different nature. That is, teacher modeling in an online context would perhaps consist of a screencast. A written rubric may be another good option. Since both the critiquing and the prompting would be done asynchronously, it may be reasonable to examine the consensus-building process in asynchronous education as a three-stage process. In the first stage, students can apply the provided framework to their groupmates’ contributions. In the second stage, students should consider side-by-side (a) their critique of their groupmates’ contributions, (b) their groupmates’ critique of their own contribution, and (c) their groupmates’ prompting. In the third stage, students can revise their contribution on the basis of a careful, comprehensive consideration of the feedback and the prompting. This process may need to be repeated until the opposing claims are close enough together.

Information Literacy

Also of critical importance to authentic problem solving and argumentation is information problem solving, defined as the process by which information that can answer specific questions is found, and information literacy, defined as the ability to critically evaluate the appropriateness of information (Partnership for 21st Century Skills, 2008). Students need to be able to assess “the credibility, validity, and reliability of information, including its source and the methods through which the information and related data are derived, in order to critically interpret scientific arguments and the application of science concepts” (Partnership for 21st Century Skills, 2008, p. 7).

Even many university students lack sufficient information literacy (van de Ward, 2010). If the subset of university-bound students do not have sufficient information literacy by the time they get there, then one can imagine that K-12 students as a whole do not have sufficient information literacy. Argumentation is fundamentally about solving ill-structured problems (Jonassen, 2011). In the process of solving such problems, students will encounter a variety of different sources and information, and they need to be able to sort the information that can help from the information that does not help. Information literacy is key to this process, as students need to critically assess the appropriateness of the information. How can one have enough confidence in evidence to use it to support a claim, or evaluate another’s argument if one cannot critically evaluate the credibility and reliability of information? Clearly there is a need for instruction on information literacy to enable students to engage in the kind of authentic problem solving and argumentation that they need to prepare for twenty-first century careers.

Just as solving authentic problems can be iterative, so too can information problem solving (Moore, 1995). That is, when engaging in information problem solving, often the first strategies will not work, and other strategies need to be explored (Moore, 1995). The Big 6 approach can help students engage in information problem solving more effectively (Eisenberg & Berkowitz, 1991). According to the Big 6 approach, students need to (a) define the problem and the information needed, (b) select the best sources, (c) find information, (d) extract information, (e) organize and present information, and (f) judge the product and process (Eisenberg & Berkowitz, 1991). The Big 6 has been integrated into computerbased scaffolds to support authentic problem solving. For example, Wolf, Brush, and Saye (2003) integrated the Big 6 into scaffolds to support students solving of historical problems using primary source documents. Experimental students created better history articles and stayed on task better than control students (Wolf et al., 2003).

Conclusion

As Dave Jonassen has stated many times, people are not paid to recite information or reply to multiple-choice questions. People are paid to solve problems. And the types of problems they are paid to solve are not the familiar story problems that most readers likely recall. People are paid to solve authentic problems, and to do so, they need to be able to articulate what they are doing and why, and provide evidence in support of those decisions. Argumentation is inseparable from problem solving, and through the use of mindtools (scaffolds) students can learn to argue effectively such that they can then build effective evidence-based arguments in the future (Belland et al., 2011; Belland, 2010; Sandoval & Reiser, 2004).
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15 A Compendium of Taxonomies
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Introduction

The success of the teaching-learning process in education depends on a combination of several factors, including planning, designing learning experiences, curriculum adaptation, assessment and defining educational objectives. One of the main aspects of all educational models or curricula is the specification of set of “descriptors” used to define competencies, select activities and produce and implement resources and assessment tools. These descriptors are known by several names, such as educational objectives, competencies, educational skills, learning products and learning goals. Despite the variety of names, they share the need for a common educational foundation based on a framework or taxonomy.

Frameworks and taxonomies provide a convenient and accepted means of classifying and identifying the levels of complexity of a thinking process, typically associated with the type of knowledge and a set of evidences. Taxonomical categories help to verify that learning of the type and quality established by the curriculum or educational program has occurred. The importance of a taxonomy is beyond dispute, regardless of the educational model. However teachers, evaluators and planners often have doubts about the appropriate framework or taxonomy and its interpretation according to specific educational needs.

A comprehensive and international compendium of taxonomies since 1935 was offered by Tristán and Molgado (2006) who considered fields such as pedagogy, the psychology of learning, instructional technology and specific educational areas related to professional activities, scientific or technological fields. The first part of this chapter introduces the properties of taxonomies and a basic classification of their types.

The present work focuses on taxonomies of “types of knowledge,” mainly from references in English. It should be noted that when talking about types of knowledge, three types are generally considered: factual, conceptual and procedural, but this is an incomplete classification. To solve this deficiency, this chapter seeks to present a more comprehensive set of types of knowledge described in several sources. It can be found that the different categories may be organized in four types of knowledge (declarative, procedural, attitudinal and metacognitive) that are presented in tables specially provided for this work. The four tables may be a useful tool for researchers and practitioners in several educational applications, from planning to assessment.

Characteristics and Definitions of a Taxonomy

A taxonomy is a classification model of a set of elements that organizes the categorization of their complex elements or attributes. More recently the term framework seems to be preferred in educational literature to define an organized set of ideas, principles, agreements, or rules that provides the basis of a specific phenomenon or process. The author of this work suggests the following design principles of a taxonomy for the purpose of this chapter and other rules may be found in Bailey (1994) and Jonassen and Tessmer (1996): (a) The classification must follow a single criterion or principle for all of the elements; (b) The classification must be exhaustive or complete; it must contain all of the elements of the species or generic term; (c) The resulting species must be mutually exclusive to prevent an element from being included in two species; and (d) The species or groups of members must follow a systematic order.

Various taxonomic orders can be distinguished within the classification criteria or principles (Bailey, 1994):

• Generality. Objects are classified according to their similarity and the degree of generality, from smallest to largest. For instance, this type of criterion is used in zoology and botany and may also be identified as natural classification.

• Composition or community. The objects are classified according to the relation of the part to the whole. For example, numbering systems follow this criterion.

• Hierarchy (synchronic classification). This criterion implies a relationship of subordination. The planetary system, from galaxies to satellites, is an example of a hierarchy

• Genealogy or evolution (diachronic classification). This classification includes ancestors and descendants. An example of this type is a linguistic taxonomy.

In addition to these criteria, other options may be considered: from simple to complex, from concrete to abstract or from origin to destination.

The first author to organize educational categories and influence the implementation of other taxonomies in the field of education was Benjamin Bloom (1956). Bloom and his colleagues organized the first taxonomy of the mental processes involved in learning and identified the processes that occur in three key domains: cognitive, affective and psychomotor. Each domain includes a classification of the forms of learning with a criterion of complexity, from simple to complex learning or from lower to higher-order thinking. In recent years, this classification has been expanded to include new knowledge dimensions (Bunderson, Martinez, & McBride, 1999; Huitt & Cain, 2005):

(a) social (establishing interactions and sharing knowledge with other persons);

(b) technological (communication with other persons using information and communication technologies, also known as ICT);

(c) cultural (related to traditions and socio-cultural backgrounds and influencing human well-being, experience and collaboration);

(d) physiological (related to the internal capabilities of the body, such as bladder control and respiration, which are not part of the psychomotor skills); and

(e) a conative dimension (different from the affective domain; making explicit use of volition and motivation and orientations toward goal achievement, self-direction and self-regulation).

There are two basic approaches for the taxonomies of the cognitive domain:

• Thinking processes. Taxonomies focus on the classification of the cognitive processes and their complexity levels (from simple to complex), as suggested by Bloom (1956).

• Types of knowledge. Associated with specific content, these taxonomies classify the types of knowledge and their manifestation, as proposed by Williams (1977).

Other ways of defining taxonomies depend on the criterion for construction. For instance, according to their aggregation, the author of this work considers that taxonomies can be identified as: (a) combined (a mixture of two approaches to the same cognitive domain); (b) extended (a united approach to two or three domains); or (c) integrated (a holistic approach that do not distinguish between the three classical domains). The work contained in this chapter is focused on the types of knowledge while other chapters in this book, or the work by Jonassen and Tessmer (1996) present different approaches to learning and knowledge.

Taxonomy of the Types of Knowledge

Based on theories of human information processing and taking into account various learning schemes, Williams (1977) and other authors have suggested a classical approach distinguishing four types of knowledge:

(1) Factual: Knowing what. Its content includes dates, names and data.

(2) Conceptual: Knowing why. It concerns classes of objects and events.

(3) Principle: Knowing how. It refers to relations among objects and events.

(4) Procedural: Doing. It requires the application of methods and algorithms (some psychomotor skills may be included).

This classical taxonomy shows some limitations and deficiencies because it does not satisfy all the classification criteria exposed previously. It has evolved into a more comprehensive taxonomy of the following four types:

(1) Declarative knowledge. It refers to knowing, providing evidence of the understanding of facts, concepts, laws and principles.

(2) Procedural knowledge. It refers to knowing how as an implementation of internalized actions along with intellectual and motor skills. This type of knowledge includes skills, strategies and processes involving a sequence of actions or operations that run in an orderly manner toward an end. Procedural knowledge permits the use of declarative knowledge in a given situation.

(3) Attitudinal knowledge. It refers to knowledge as how to be. This type of knowledge is demonstrated through stable performances and behaviors based on a harmonic relationship with an object or area of reality. It consists of values, norms, beliefs and attitudes intended to balance personal life and social life.

(4) Metacognitive knowledge. It refers to all the knowledge about personal cognitive resources and their compatibility with a learning situation. It includes self-regulatory mechanisms that are actively used to solve problems, verify results, identify different solutions and control the qualities and the effectiveness of the resulting actions. Metacognitive knowledge allows learning strategies to be tested, reviewed, evaluated and modified.

Tables 1 to 4 contain an original compendium of taxonomies prepared for this work. It presents definitions and descriptions of the various categories of the four types of knowledge alphabetically organized. Only one reference in English (generally the most important or the most recent) is included in each category, but several papers from other researchers presenting their own definition and interpretation may be found through the Internet. Some particular categories that do not have English references are located at the end of each type of knowledge.

Higher-Order Thinking, Technological and Metacognitive Strategies

The large number of taxonomies of cognitive strategies and metacognitive strategies complicates the selection of the best model for a specific educational purpose and, at the same time, indicates the need for a comprehensive and updated framework for higher-order thinking, mainly interested on analysis, problem solving, creative production and original performances. Yuruk, Ozdemir and Beeth (2003) provided details on six taxonomies developed from 1978 to 2000. Stone and Schneider (1971) proposed a classification of the purposes of John Dewey’s democratic education, leading to a taxonomy based on the development of a person under the model of freedom, dignity and human rights.



Table 15.1 Types of declarative knowledge
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Table 15.2 Types of procedural knowledge
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Table 15.3 Types of attitudinal knowledge
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Table 15.4 Types of metacognitive knowledge
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Classifications of problem-solving strategies have been proposed by Polya (1945), whose taxonomy has been used in various educational approaches and also by Harlen (2000), who provided a classifi cation of process skills in science learning from observation to hypothesis, including research and the communication of results.

Flavell (1976) suggested that metacognition is linked to effective regulation and control and grounded in knowledge, metacognitive experiences, goals, actions and strategies. Brown (1987) identified metacognitive skills as a component of information processing. Demetriou and Efklides (1985) proposed a cylindrical, three-dimensional higher-order thinking framework based on exploratory and confirmatory factor analyses and a model of triangulation. The longitudinal axis of the cylinder is associated with levels of development, whereas the drum section is associated with the concept of concentric circles of the information process.

Dick (1991) suggested a taxonomy of 15 cognitive strategies with five types of critical thinking from examples in numerous published references on scientific information. Skills such as deduction, induction and abstraction were part of this taxonomy.

Morisette (1992) proposed a combined taxonomical application (thinking processes and content types) in four domains (observation, treatment, regulation and creation) as well as eight “facets” that corresponded to the types of knowledge (data, factors, concepts, relations, principles, methods, strategies and systems). Fink (2001) proposed two learning components (active and scientific strategies) that may induce changes in thinking abilities.

Dixon (1966) classified engineering design skills and Heywood (1997) provided several classifications related to the tasks of engineers, from appli-cation to evaluation and diagnosis. Tomei (2005) defined a taxonomy of six levels of the technological dimension of ICT and computer science, from understanding to the study of technology.

Conclusion

Taxonomies of cognitive processes provide us the opportunity to choose from a structure of types of knowledge that may be conducive to the development of qualitative changes in competencies and abilities of the student. Given that no single all-inclusive framework is available, the compendium provided in this work fills an educational gap documenting the four main types of cognitive processes (declarative, procedural, attitudinal and metacognitive) in tables describing more than fifty categories.

Tables 15.1 to 15.4 show that it is erroneous to use a classification such as factual, conceptual, procedural and attitudinal, because it is a mixture of two types of knowledge (procedural and attitudinal) and two subtypes (factual and conceptual from declarative knowledge) not including metacognition. The tables prepared especially for this chapter contain a comprehensive set of categories in four different types of knowledge with a definition of each category. Since Bloom’s taxonomy, some types had been distinguished (facts, principles, relations, codes and concepts), but the tables widen and complete the perspective of types and subtypes along with the contribution of researchers of diverse fields of knowledge.

It is important to observe that declarative knowledge contains more than data, facts and concepts. For example, the types of knowledge defined as iconic, spatial and symbolic, involve abstraction capacities that are different from those of the episodic, factorial and structural types, which can be related to contents of specific subjects in an educational environment or various competencies in everyday life and work.

The mention of procedural and attitudinal knowledge cannot be used as if they covered only one category. The variety of subtypes needs special attention and detail, explaining why authors distinguish among algorithmic, enactive or strategic knowledge. Regarding the attitudinal knowledge, instrumental, contextual or emancipatory manifestations are pointed out, providing the students with important competencies for life.

The abilities related to the metacognitive type of knowledge benefit individuals to develop learning skills, as well as understanding and promoting the best way to learn according to their qualities and personal preferences.

Educational Applications

The definitions of the categories in the four types of knowledge have an impact on education and the academic environment. I suggest some educational applications concerning didactical practices, educational planning and curriculum development.

Diagnosis of the academic orientation of the students is the first application of the tables from this chapter. Teachers must analyze the description and references on these tables, because they imply interesting ideas to increase the learning motivation of students in different academic areas according to age, gender or cultural background. For instance, some students may feel more comfortable with spatial learning while others may prefer episodic or emotive activities, but certainly all of them must learn the same curriculum and content. Following this idea, teachers may design diagnostic tests to identify the academic orientations or preferences of every student and use this information to choose better teaching and learning activities targeting each person.

The second application of the learning types may help teachers and authorities to specify appropriate curriculum contents and planning, to organize the educational goals, to define the best strategies for teaching and learning adapted to the particular competencies and interests of the students and to identify the type of instrument for formative assessment, among other applications. A syllabus should take into account the types of knowledge to offer efficient tools for the teacher and the student according to their academic needs and motivations. With the increasing development of standards as well as national and international tests, there will be an emphasis on the need to explore diverse types of knowledge, so as to being able to judge the competencies of students in multiple manifestations and ways of representing knowledge.

Several additional applications can be foreseeable. For example, in the integration of a portfolio it is convenient to adapt the evidence to the type of knowledge: essays or constructed response items for episodic knowledge, construction of architectural, geometrical and other scale models for iconic and spatial knowledge, live presentation showing the verbal fluency or interaction with a group for communicative knowledge, closed-ended response items for factual or principle types of knowledge, design of a spreadsheet for algorithmic knowledge, videos that show the way to approach a given situation for emancipator knowledge, electronic presentations that allow to show metacognitive capacities. Some evidence requires being adapted for handicapped students whereas others may not be appropriate for certain students or educational levels.

It can be concluded that not all the types of knowledge will be assessed with the same type of evidence. Therefore, the descriptions gathered in the tables must work as a solid base for the educator to decide if the evidence requested in a portfolio is adequate for the type of knowledge. In addition, if the program requires a performance mostly appropriate for a certain type of knowledge, it is important to verify if its learning and development was promoted among students. Has the selection of learning activities been adapted to support students that lack the attitude or preference for a certain type of knowledge? Has the development of metacognitive competencies been promoted for these particular students? It is conceivable that many more applications and educational questions can be proposed by teachers and authorities using Tables 15.1 to 15.4.

This work is focused mainly on English references, however a fully comprehensive compendium would include taxonomies from non-English authors and that is the reason why this work includes a few international examples. Dozens of additional frameworks and references in other languages can also be found in the technical literature, for instance see Tristán and Molgado (2006).
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Enabling Meaningful Learning
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Introduction

David Jonassen’s contributions to the fields of cognition, educational psychology, instructional technology and the study of problem solving have been, and are, vast. His work has influenced many individuals and organizations, including myself – his wife and professional collaborator for nearly 20 years.

Although Dave will readily tell an audience of one or 1,000 that the last 15 years of his professional life has been dedicated to the study of problem solving (and many chapters in this volume address the impact of this powerful body of work), Dave’s influence on my professional endeavors is rooted in his earlier work on mindtools (Jonassen, 2005; Jonassen, 2000a, b; Jonassen, Carr, & Yeuh, 1998). My dissertation many years ago examined the impact of using expert system shells as a knowledge organization exercise on the development of concept maps. Since then I have continued to apply mindtools in my teaching and research.

Mindtools have been shown in many settings to live up to their promise (see e.g. Liu, Horton, Corliss, Svinicki, Bogard, Kim, & Chang, 2009; Liu & Bera, 2005; Rieber, 1996). Mindtools, however, is a rather vintage concept dating back to 1996 or before – which is nearly a generation in technology terms. One may ask do mindtools still hold their promise and potential in today’s mobile applications and smartphone-centered world? I propose to make a case for their use in a sector of learning that is rapidly growing – online learning settings.

Increasingly, learning is taking place in online settings – in completely asynchronous courses where one never meets face to face, web-assisted, where face-to-face is supplemented with online components, or perhaps simply using an online learning management system (LMS) to provide an ongoing communication and document portal for an otherwise face-to-face class. No matter the form, online learning has grown by leaps and bounds. A recent study indicates that 77 percent of college presidents say their institution offers online classes (Parker, Lenhart, & Moore, 2011). Additionally, the growth in the K-12 sector is astounding. In 2000, about 45,000 K-12 students were participating in online learning; these numbers had increased to over 4 million in 2010 (Staker, 2011).

There are many challenges to creating meaningful instruction in online settings. By “meaningful” I refer to higher order learning outcomes, for instance at the apply, analyze, evaluate, or create levels of the revised Bloom’s taxonomy (Anderson & Krathwohl, 2001), or, in the language of problem-solving outcomes involving modeling, designing, and decision making (Jonassen, 2000). In this chapter I will make a case for the use of mindtools in online learning as a way to overcome the challenges of supporting meaningful learning in online settings. Specifically I will:

• provide a brief overview of mindtools: what they are, how they work, their uses and their strengths, and how they can support and enable meaningful learning;

• discuss and provide examples of how mindtools can address some of the challenges of supporting meaningful learning in online settings; and

• address the practicalities of using mindtools in online settings.

The Miracle of Mindtools

In his first mindtools book, Computers in the Classroom: Mindtools for Critical Thinking (1995), Jonassen defines a mindtool as:


… a concept, not a real entity. You cannot find advertisements for Mindtools. Rather, a Mindtool is a way of using a computer application program to engage learners in constructive, higher order, critical thinking ….

(Jonassen, 1995, p. iv)



He goes on to distinguish mindtools from traditional computer learning applications. Using mindtools means that learners work with the technology to represent what they know versus learning from the technology as in traditional tutorial or drill and practice applications. Jonassen says that mindtools are:


… computer-based tools and learning environments that have been adapted or developed to function as intellectual partners with the learner in order to engage and facilitate critical thinking and higher-order learning. These tools include (but are not necessarily limited to databases, spreadsheets, semantic networks, expert systems, computer conferencing, multimedia and hypermedia construction, computer pro-gramming, and microworld learning environments.

(Jonassen, 1995, p. 9)



Since that first mindtools book was published, the concept has been widely propagated and adopted in both K-12 and higher education settings. Jonassen’s mindtools book is now in its third edition (2005), but if the publisher had its way, I’m quite sure it would be in its fourth by now. The book has also been translated into both Mandarin Chinese and Korean.

There are several reasons that mindtools have had quite a bit of staying power – even in the fast-changing world of learning technologies.

Mindtools are ubiquitous. They are – well – not quite everywhere – but they are readily available and easy to find. The sample mindtools listed above – spreadsheets, concept maps or semantic networks – are available from many different sources (freeware, for purchase software) and in many different forms (e.g. resident on your own computer, installed on a school district network, or in the Internet cloud). You don’t have to look far to find them. Notably with the advent of the Internet and suites of online tools such as those offered by Google, this is even truer today than it was when Jonassen first introduced the mindtools concept. An important point however, is that even if they are ubiquitous, one still has to know how to use them in a mindtools way. So while you may find many concept mapping applications these days – for them to be a mindtool, one must use them in a student-focused way where students are completing their own concept maps, rather than, say, studying one completed by the teacher.

Mindtools are discipline free. This may be my favorite characteristic. By their very nature mindtools can be applied in pretty much any academic discipline. At the root of the mindtools concept is that students are essentially teaching the technology what they know. This can be done with any academic subject. Students studying English literature or students studying earth science can both effectively construct linked concept maps that represent their growing knowledge of a field of study.

Mindtools are cheap. Just as you don’t have to look far to find many mindtool applications, you won’t have to look far to find them for a good price – even free or shareware. While this may not be the most esoteric point about these tools, from a practical point of view it is an important one – especially for K-12 teachers that often end up paying for teaching supplies out of their own pockets! Having a technology tool that is both potentially effective and free or inexpensive is a powerful combination.

Lastly – mindtools are cognitively accessible. This concept applies at two levels – both for the individual tools as well as for the overall concept of a mindtool. I have heard Jonassen say many times: “I can teach a class to get started using any of the mindtools in about 10 minutes.” He does and so can you (I will address how this is done in online settings below). Concept maps, spreadsheets – these are not difficult tools to use – some students may come into your classrooms already knowing the mechanics of such tools.

Although the how tos of these tools may be quite simple, one may have to focus training efforts on getting students to understand how to use these tools as mindtools – that is using the tool to externally represent what they know or understand for a particular knowledge domain. I would posit that the general concept of a mindtool is also cognitively accessible. Once you wrap your head around the idea that we want the students to teach the technology rather than thinking of the technology teaching the students, it is a fairly easy concept to apply to multiple tools in multiple settings.

Mindtools‘ staying power also comes from their effectiveness. The ability of mindtools to support and enable critical thinking and higher order learning outcomes is well documented (see Jonassen & Reeves, 1996). However this chapter is not focused on this body of research but on the application of mindtools in online learning – thus extending their applica-tion to a learning setting that is both increasingly prevalent as well as one that faces challenges for supporting meaningful learning.

The Challenges of Supporting Meaningful Learning Online

One of the primary arguments for asserting that educators apply mindtools in online settings is that mindtools can help to overcome some of the challenges of enabling meaningful learning online – particularly within the confines of using a course management systems (CMSs) or learning management systems (LMSs) such as Blackboard. A few years back, the author and David Jonassen described the limitations of online learning environments for supporting constructivist learning activities – a specific instantiation of meaningful learning. In our examination of online learning courses in higher education we found very few that engage learners in solving meaningful problems or other meaningful learning outcomes. Rather, most online learning that we examined replicated in structure and function traditional classroom instruction. We posited that the primary reason that constructive learning is not commonly adopted in online learning contexts is that the affordances of CMSs/LMSs do not support meaningful learning outcomes. In particular – we argued – and this author still asserts that CMSs lack the following abilities:

• The ability to efficiently and effectively accommodate multiple, alterna-tive forms of student knowledge representation. Meaningful, construc-tive learning must be assessed in multiple ways (Jonassen & Carr, 2000), however online course systems support only quizzes, online discussions (with no evaluative support), and the submission of word-processing documents.

• The ability to provide and support authentic assessment (either with tools for the instructor or tools to help communicate these assessment data to students). The most commonly used assessment in online envi-ronments is the quiz. The over-reliance on single forms of assessment (especially quizzes) precludes the assessment of meaningful learning.

• The ability to support distributed tools for meaning making. Constructivist learning environments should provide cognitive tools to scaffold the cognitive requirements of functioning in the environment (Jonassen, 1999, 2000). While face-to-face courses easily provide access to cognitive tools via laboratory instruction, online course developers who require this functionality to support learning find it difficult to provide access to tools and to support the learning of the tools.

Likewise, Naidu (2006) describes similar limitations in online learning. Specifically, Naidu asserts that online learning often puts learners in a passive (rather than active) role, that LMSs lack the tools and capability to engage learners and teachers in the development of complex cognitive and social skills (e.g. collaboration, professional judgment and decision making), and that online courses are often developed as page turning learning sequences (Naidu, 2006).

Bonk and Zhang’s (2008) discussion of online learning limitations focuses on the inability of CMSs to work well with diverse learning styles, stating that:

• CMSs best support course materials that are available in text (e.g. syllabi and scanned readings); and

• most communication that is supported in CMSs is in written formats such as emails, discussion boards and chats.

They go on to posit that these characteristics are less appealing to both visual and reflective learners.

While one can get around many of these limitations by programming a complete learning environment outside of a CMS, most online designers and instructors do not have the financial means, the technological know-how, or the time necessarily to develop such an environment. Thus addressing the limitations within CMSs is relevant.

Mindtools in Online Learning Settings

Using mindtools in online courses can help overcome some of the challenges and limitations of CMSs. In this section I will describe a number of different mindtool technologies that can be used in online settings. For each I will describe the tool, suggest potential specific technologies that implement this tool (e.g. a particular spreadsheet package), and provide an example(s) of how this tool can be pedagogically integrated and implemented within a CMS. Following the specific mindtool examples I will address how the use of these tools can ameliorate some of the limitations of attaining meaningful learning outcomes in online settings.

Concept Maps/Semantic Networks

I previously asserted that mindtools are ubiquitous. Semantic networks – also known as concept maps – are perhaps the most ubiquitous of them all; we see them everywhere in educational settings and there are dozens of different software packages out there that support the creating of concept maps. Jonassen (2000) defines a semantic network or concept map as a “spatial representation of concepts and their interrelationships that are intended to represent the knowledge structures that humans store in their minds” (p. 58). Practically, a concept map consists of a graph of nodes that represent concepts and labeled lines that represent the relationships between the connected node/concepts. Figure 16.1 shows an excerpt from a concept map on online facilitation skills generated using CMap (see CMap.ihmc.us).
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Figure 16.1 Concept map excerpt created with CMap.




Jonassen (2000) describes concept mapping as representing structural knowledge – a type of knowledge that connects declarative knowledge (to put it simply, knowledge about things) and procedural knowledge (knowledge of how). Structural knowledge is “the knowledge of how the ideas within a domain are integrated and interrelated” (Jonassen, 2000, p. 61).

For concept mapping to act as a mindtool, students must create their own concept maps rather than simply studying an already created one. Additionally, students must label the links that connect one node to another, as it is in that labeling activity that one must make explicit one’s under-standing of the relationship between the two concepts. Creating concept maps can engage learners in several learning activities that comprise mean-ingful learning: organization and reorganization of knowledge, explicit definition of relationships between concepts, relating existing concepts to new concepts and ideas and spatial learning via the spatial representation of concepts in their created maps.

There are many concept-mapping software packages to choose from; both resident to your computer and cloud-based versions are available. These programs provide visual and verbal screen tools for developing concept maps; enable learners to identify the important ideas or concepts in a knowledge domain and then interrelate those ideas in multidimensional networks of concepts by labeling the relationships between those ideas. Table 16.1 summarizes a few of these tools.

Pedagogically, to use concept maps in an online setting is quite simple. You simply have to build a concept map creation activity into course


Table 16.1 Sample concept mapping software Tools

	CMap
	http://CMap.ihmc.us. Free mapping tool available for all hardware platforms (e.g. Mac or PC); appropriate for users of all ages; available in 17 languages. Because it is free and easy to use, it has a growing user base; look forward to more K-12 applications and examples.



	Inspiration / Kidspiration
	http://www.inspiration.com. Popular tool that runs on both Macs and PCs. Kidspiration is the version for younger learners. Both tools are visually appealing but do not offer some features that can better support knowledge organization and idea development. For instance all maps must be created on a single page and learners may focus excessively on choosing pictorial icons instead of on organizing and creating meaningful links between nodes.



	MindMeister
	http://www.mindmeister.com. Online tool available in a free and for-fee version. An “academic” subscription version offers support for unlimited number of maps and the ability to collaborate on maps. Does not support labeled links between nodes.



	Visual Thesaurus
	http://www.visualthesaurus.com/. A specialized online mapping tool for providing a visual thesaurus look-up of the words related to one that you enter.




activities, and – very importantly – provide some sort of support for learning the concept mapping software. I will address how to support students’ learning of a given mindtool later in this chapter.

Figure 16.2 illustrates how I have used concept mapping in a graduate course on “developing online courses.” Although the task is focused on creating a map to represent domain knowledge acquired in a reading activity, the activity provides a distinct alternative to the standard “read-the-chapter-and-discuss” activity that normally accompanies students’ chapter reading.

Although this is a single activity that students use to organize their domain knowledge (additionally the task was designed to model for students a meaningful task they could insert into their own online courses), an even more worthwhile activity for structuring domain knowledge would be the ongoing use of concept mapping throughout the entire course to provide a changing and evolving view of student’s structural knowledge as the semester progresses.

Other possibilities for concept mapping activities in online settings include the following:

• students could post their completed maps to Wiki pages (now provided in CMS Blackboard and also readily available for free from sites such as PBwiki.com) for peer-to-peer commenting. The instructor could structure
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Figure 16.2 Except from assignment description using CMap.




this activity by suggesting that students’ consider the nature of the links and differences or similarities in each other’s representations; or

• students can work collaboratively on concept map creation using a “cloud”-based concept mapping software package (e.g. MindMeister).

Spreadsheets

Jonassen has included student construction of spreadsheets as a mindtool since the first edition of his book on the topic (1995). Spreadsheets are computerized record-keeping systems. They have three primary functions: storing, calculating and presenting information. Although we often think of spreadsheets as accounting tools, they can be used as a mindtool to model the inter-relationships between the cells in the sheet. This may sound similar to concept mapping, but because of spreadsheets’ abilities to calculate, sort and reorganize the rows it is comprised of, they engage a more precise set of thinking skills as compared to concept maps. Jonassen writes:


The emphasis in a spreadsheet is on identifying relationships and describing those relationships in terms of higher-order rules (generally numerical), so it is probable that if users learn to develop spreadsheets to describe content domains, they will be thinking more deeply. Thus, spreadsheets are rule-using tools that require that users become rule makers

(Jonassen, Howland, Marra, & Crismond, 2008, p. 89)



Jonassen describes how spreadsheets can thus be used to model – or build an external representation of – a knowledge domain. When students build a spreadsheet model of a domain, students must use their knowledge of existing rules in a domain, generate new rules, describe relationships and organize (and re-organize) information. As spreadsheet tools become more sophisticated, one can also use them to engage students in creatively and effectively presenting the results of the model using charts, graphs that can be dynamically updated as the values in the spreadsheet cells change.

Figure 16.3 is an example of a student-created spreadsheet (using Microsoft Excel) that represents several nutrition-and-the-human-body relationships: body mass index (BMI), counting calories, and the impact of exercise. To create this spreadsheet the student necessarily had to engage in deep thinking about the relationships she was learning about in the domain of human nutrition; in fact she had to go beyond learning about and apply her knowledge of the rules that govern this domain in order to model them in this spreadsheet.

As they are both tools to represent domain knowledge, spreadsheets can be incorporated into online settings in similar ways, pedagogically, to concept maps. Students can create them collaboratively; they can work on a semester-long spreadsheet that grows and is modified as their domain knowledge changes; they can share them with other students and use them as the basis for conversations, online discussions, or Wiki exchanges.
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Figure 16.3 Spreadsheet used as a mindtool to represent relationships in the domain of human nutrition.




By far the most commonly available spreadsheet tool is Microsoft Excel. It is available on both Apple and PC operating systems and it is a rare computer that does not have the Microsoft Office software suite that includes Microsoft Excel. Many students will already be familiar with the basics of this software package, but further training may be required to use it as a mindtool.

Excel is generally resident software – residing on a particular computer. But recently cloud-based versions of spreadsheet packages have become available. Perhaps most notable because of the Google name, are the Google spreadsheets available in the Google suite of online tools. This cloud package (with data stored on an Internet server and available from anyplace one has Internet access) is available for free by simply registering at the Google tools site (see docs.google.com/spreadsheets). Microsoft is also introducing its own fee-based set of cloud applications: Microsoft Office 365. Internetbased versions of these tools are particularly well matched to online learning settings as they allow simultaneous editing by multiple users – thus allowing learners to collaborate at a distance on their spreadsheet development.

Similar to the assignment concept-mapping activity depicted in Figure 16.2, online instructors can construct a learning activity for students to build spreadsheets as a way to externally represent domain knowledge. It should be noted that spreadsheets’ quantitative affordances (e.g. their ability to do fairly sophisticated calculations) makes them particularly amenable for domain representations in science, technology, engineering or mathematics (STEM), and perhaps less suited for applications in the humanities.

Conversation Tools

A pedagogical underpinning of the examples I have provided on how one can use mindtools in online settings is that students can learn not only from the process of constructing the spreadsheet or concept map, but they can also learn from conversing about that process, and engaging in dialog with other students on the content and organization of their mindtools. For instance, students would benefit from posting completed or in-progress spreadsheets or concept maps to the online forum for comparisons and discussion with their peers and the instructor. This is a simple instantiation of the social nature of learning and conversations are central to such learning interchanges.

Jonassen first included “conversation” tools in his second edition of the Mindtools book (2000). Conversation tools provide a means to support the social negotiation of meaning – between two or more individuals – that is critical to the concept of mindtools. When he introduced these tools into the mindtools second edition, Jonassen described the transition that was then going on amongst learning theorists as they moved (or at least acknowledged) from understanding learning of learning as an individual activity to one where social interaction is critical to learning (Bruffee, 1993; Lave, 1988). Jonassen emphasized this point saying that “meaningful learning is less focused on transmission and more committed to negotiation and discourse” (p. 238).

Online learning lacks the opportunities for both nonverbal and synchronous communication that can take place in face-to-face settings. Thus the tools that support conversations – both synchronous and asynchronous – are critical to participant interactions and ultimately student learning in line courses. Those conversations can take many forms, but are often mediated through the online discussion forum tools offered in CMSs. Online conversation tools – including asynchronous threaded discussion forums, as well as synchronous chat tools – can enable exchanges between students that allow them to learn from one another. Figure 16.4 illustrates the centrality of the online forum indicating that the online forum can be a way to support a variety of instructional activities (e.g. reflection, community building).

You may say, “Well these tools are built into most course management systems, what makes them a mindtool?” They can be mindtools in part because they are domain-free tools that can be used regardless of what you are teaching. But more importantly, they are mindtools when they are used in particular ways that:

• allow learners to represent what they know, modify their representations and get feedback on them.

• support learners in engaging in higher order learning outcomes and critical thinking activities.

I will mention some of the tools available for implementing these online conversations below, but first I want to provide some examples of instructional activities that can be created to use these conversation tools as mindtools. Table 16.2 provides a number of examples of uses of online conversation tools that go beyond simply tossing a topic out for open discussion, or asking questions about an assigned reading and in fact comprise meaningful learning activities.
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Figure 16.4  Strategies supported by the online forum.






Table 16.2 Conversation activities that engage meaningful learning.
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To accomplish these tasks, the instructor must continually coach and monitor the activities occurring in the conversations. For instance, the instructor may need to prompt students to:

• provide specific examples in their feedback to peers in a peer evaluation;

• redirect students during problem-solving activities to stay on task and reach a consensus;

• provide justifications for their posting BEYOND simply their personal experience (e.g. prompt them to cite research, refer to readings, etc.); and

• direct students’ attention to particular posts that represent either an important idea for the content of the discussion (e.g. an important point in the domain of engineering ethics) or to a post that represents a well structured posting (e.g. does a good job of providing peer feedback or is an good exemplar of justifying ones position with external evidence).

These types of coaching and facilitation activities represent instructor-provided scaffolds – or supports – for helping students to attain the most meaningful learning outcomes in their discussion activities. If one uses these activities frequently in an online setting, you would wish to gradually remove the scaffolds or supports as students learn to function effectively in these forums on their own.

A particular type of online conversation tool, however, can provide some of these scaffolds directly within the tool. These are called constrained or scaffolded discussion boards. To explain how these work, let me compare them to a simple threaded asynchronous discussion forum tool like you may find in Blackboard.

In a simple threaded forum, an instructor or a facilitator generally defines what the forum is designed or intended to be focused upon, but participants may post any sequence of postings containing any type of content. There are no actual enforceable rules for posting in these forums.

In contrast, a constrained forum is governed by rules on the types (e.g. the content) of postings allowed and also rules for the sequencing of posting types. The software for the constrained forum allows instructors to define these posting types and the rules for posting. The software then enforces the rules for participants. In this way, the software provides a built in scaffold to help support the type of thinking or analysis that is structured by the rules defined by the forum designer.

Let’s look at an example that illustrates what the constraints and rules would look like for a particular problem, the software that supports these rules, and how it looks to the students as they participate. In this example, I wanted to model and support students’ ability to argue for a position as well as engage them in diagnosing and solving issues that arise in facilitating online discussions. I presented them with a small case that presented difficulties that may arise during facilitation of an online discussion forum. My students then used a scaffolded discussion forum tool that was developed at the University of Missouri – called C-Board – to discuss and analyze the case.

Table 16.3 shows the message types they used and the rules that are enforced by the software as to what message types may be used as a reply to a previous message type. For instance, a “hypothesize cause” posting type can only follow “problem identification” or “elaboration” type messages. Figure 16.5 depicts two C-Board screens: on the left is the administrator screen used to define the C-Board “constraints” or rules between message types and on the right is the screen a discussion participant sees as he or she posts a reply message. Note that in this case the reply is to a “problem identification” post and C-Board limits the reply to either a “hypothesize cause” or “elaboration” posting.

There is preliminary research to show that these types of forums can have positive effects on student learning. Specifically, Oh, & Jonassen (2007) found that, as compared to a control group of students who used a standard threaded forum, students who participated in a constrained problem-solving


Table 16.3 Message types defined to use in a constrained forum

	Message types
	Description
	Guiding questions



	Problem identification
	Root message in a thread – meaning someone must post one of these to start the discussion; but there can be more than one root type posting : Describe a problem that is occurring in the forum.
	What is the problem you think needs to be addressed?



	Hypothesize cause
	Why is this problem occurring? You’ll have to speculate based on the situation above and your own experiences. This post would follow a problem identification or elaboration post.
	



	Verification
	A statement of agreement with a prior post or position. Include evidence for your verification.
	I agree because…



	Rebuttal
	A statement of disagreement with a prior post. Include evidence for your rebuttal.
	I disagree because…



	Evidence
	Statements that provide evidence from a scholar, personal experience, beliefs and/ or research to support or rebut a stated argument.
	I can support this view with this evidence…



	Elaboration
	A request for clarification on a prior post.
	Could you clarify? I don’t understand…



	Solution generation
	Describe how you would address the problem via facilitation strategies (e.g. questioning, prompting).
	How would you address the problem? What solutions follow from the causes and evidence that have been posted?
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Figure 16.5 Administrator and participant screens from C-board.




activity produced more evidence for their postings, performed better on problem space construction, hypothesis generation, hypothesis testing and solution verification during problem solving, and performed better on follow-up problem-solving activities.

This example illustrates constraints and message types designed to help students learn to structure an argument. But software packages like C-Board or FLE 3 (see fle3.uiah.fi) allow the forum designer to define any type of message types and rules they like – depending on what one wishes the students to learn to do. Table 16.4 illustrates message types that scaffold ethical problem solving, and engineering design.

To the author’s knowledge, no CMS or LMS supports a constrained forum such as I have described. But there are plenty of both asynchronous and synchronous conversation tools available to today’s online instructors – and many of them are actually included in CMSs like Blackboard. In addition to


Table 16.4 Possible conversation constraint formats

	Ethical problem solving or case analysis message types
	Engineering design message types



	Identify dimensions in the case
	Identify problem or Need.



	Recognize instances of ethical problems
	Results of research on problem (what do we know already?)



	Apply different themes/theoretical approaches to analyze the case
	Possible solutions



	Decision making
	Justifications/rebuttals for solutions



	Re-engineer to prevent future occurrences.
	Consensus posting




the standard threaded discussion forum, the latest versions of Blackboard, for instance, include Wikis, blogs, a synchronous chat tool, email amongst course members, and Blackboard collaborate which allows for synchronous audio and video communication.

How Mindtools Address Limitations of Online Learning

Incorporating the use of mindtools can address several of the CMS limitations for supporting student attainment of meaningful learning outcomes as well as some of the limitations associated with appealing to diverse learning styles. Table 16.5 summarizes how mindtools can address these limitations.

In essence, CMSs were designed for traditional pedagogies and traditional (mostly text-based) ways of representing content and knowledge. By incorporating mindtools into online courses that otherwise rely on a CMS, instructors can provide alternatives ways for representing knowledge, structure students’ thinking via the affordances of the mindtools (e.g. spreadsheets can support the definition and application of rules in a domain),


Table 16.5 How mindtools address online learning limitations

	Limitation
	Mindtool solutions



	Engage visual, spatial and auditory learners
	• Concept map creation is clearly a visual activity providing an alternative to textual presentation of domain knowledge.




	
	• Voice thread is a conversation tool includes a visual component. Participants engage in a conversation structured around a visual presentation; student comments can be made both in text and in audio recordings.




	Alternative forms of knowledge Representation
	• Both spreadsheets and concept maps provide an alternative way to represent knowledge from the predominantly text based modes of knowledge representation available in CMS (e.g. discussion forums).




	Alternative forms of assessment
	• All of the tools discussed can be used as an alternative form of assessment. When coupled with a rubric, each one of the examples provides a “product” that can be assessed either in a formative or summative way




	Supporting Distributed Cognitive Tools
	• Clearly all of these tools are “cognitive” tools and can be used in a distributed fashion – either as resident on individual computers – or in cloud versions that seamlessly support collaboration. Although these tools – with the exception of an appropriate use of a CMS threaded discussion forum – are not part of the CMS packages that most of us use to teach online courses, I argue that they can be used effectively in conjunction with a CMS supported course and thus overcome this limitation in online settings.





incorporate meaningful student-centered activities into online learning, and use the products students produce as alternative assessment products. Although these pedagogical characteristics may be persuasive, the use of mindtools in online courses is not without its implementation challenges. I address these next.

Practical Implications of Using Mindtools Online

The final necessary piece of understanding how to use mindtools in online settings is to address the practical aspects of doing so. Recall that one of the characteristics of mindtools that makes them so imminently usable is that they are accessible – both financially and cognitively. With the possible exception of systems modeling tools, these are software packages that are quite easy to learn to use. I have previously recounted how I have heard Dave Jonassen say many times that he can teach most learners to use these tools in 10–15 minutes. The catch – that was in a face-to-face lab setting where he can wander around and do coaching and troubleshooting as participants learn to use a particular tool.

So how do we facilitate student tool-learning in an online setting where that type of synchronous coaching is not possible? While it may be more challenging to teach these tools in online settings, supporting and creating the online instruction necessary to use mindtools has become much more feasible in the last few years with the advent of easy-to-use technology tools that enable easy screen captures and video production. I briefly explore how these tools can help with the two aspects of helping the students learn to use the mindtool: (1) learning the how-tos of the technology (e.g. How do I create a node in CMap? How do I link nodes and label my links?); and (2) learning how to use these tools as mindtools (How do I represent domain knowledge in a concept map or a spreadsheet?).

For learning how to use the tool, one may not even have to create one’s own specialized resources. Many software products and tools such as concept mapping packages now include their own online tutorials that help a learner get started with the basics of tool use. One may also find numerous YouTube videos that illustrate the how-tos of a software package. Of course one needs to screen these for quality and accuracy. So an instructor may need to identify these ready-made resources, make them known to the students, and possibly supplement them with a one or two page quick start guide on the tool. Figure 16.6 shows an excerpt for such a guide for using the CMap concept mapping software.

If you cannot find ready-made tutorials that meet your needs, then tools like screencast (www.screencast.com) make it relatively easy to produce your own video-based tutorials of how to master the basics of the package you are teaching. Screencast is a tool that makes digital recordings of one’s computer screen – basically capturing your screens; additionally you can add audio narration. The tool is free and the service provides a modest amount of online storage as well.
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Figure 16.6 CMap quick guide excerpt.




CMSs are now also providing tools for creating video and doing screen capture. For instance Blackboard now includes Tegrity video capture in its suite of tools. Tegrity is described as a tool for recording lectures. You can use Tegrity at your own computer to capture both your audio as well as video of your choice. The video could be any combination of you (while you talk), and the contents of your computer screen. The latter might include PowerPoint presentations which could be used to show viewers how to use a particular mindtool software package.

A last tactic I have used for both modeling the use of mindtools and teaching software basics is a synchronous session within Blackboard using their version of Adobe Connect (they are now calling it Blackboard Collaborate). To use this feature, you create a session and invite your students to join it at a particular time. Within the session you can simultaneously talk to one another (using headsets), display and share files (such as PowerPoint presentations) and do screen sharing. This last feature is particularly useful for both teaching a software package and modeling how to use it as a mindtool. I can, for instance, run CMap and demonstrate visually how to use the package, answer questions students have about its use, and also show examples that illustrate characteristics of a well-structured CMap being used as a mindtool.

These latter tools – screencasts, Tegrity, and Adobe Connect – are all ways that one can effectively model the use of these technologies as mindtools. As in most good instruction, having examples and non-examples of uses of these tools, and talking through (and visually highlighting) the characteristics that makes them good or bad examples can help students begin to understand how to use these tools effectively. Another tactic I often use, is asking students to post partially completed work to a threaded discussion forum for instructor comments. By providing feedback to one or more students in this public area, all students may benefit and be able to apply the explained principles to their own work.

Conclusions

Mindtools as defined by Jonassen have been around since the mid-90s. In this chapter I argue for and illustrate their application in online learning for supporting meaningful learning. In particular they can easily be used within the context of the CMSs that many online instructors must work with in order to better facilitate and support meaningful learning.

I have provided illustrations of the use of concept mapping, building spreadsheets and using online conversation tools as mindtools in online courses. But these are certainly not the only mindtools that could be incorporated into online courses. The key in all cases of effectively integrating mindtools into an online course (particularly one that uses a CMS) is to build supportive and meaningful instructional activities around the use of that mindtool (e.g. asking students to collaboratively build a concept map to represent domain knowledge). These activities can in turn take advantage of the myriad of online resources available to us as online course instructors. For instance, one might pair knowledge representation tools (e.g. concept maps, spreadsheets or databases) with online simulations and lab environments like the Virtual Autopsy (http://www.le.ac.uk/pa/teach/va/welcome.html). Using these technologies in conjunction with one another takes advantage of the simulation provided in the virtual environment and powerfully couples it with a knowledge representation tool that allows students to reflect upon, analyze and synthesize what they have learned.

To me, the most compelling argument for using mindtools in online settings is that they offer a simple, yet effective means for overcoming some of the limitations instructors encounter in the affordances of CMSs in supporting meaningful learning in online settings (see Table 16.5). I am not arguing that one abandon the readymade tools for displaying and delivering content available within a CMS, however the addition of mindtools to ones instructional bag of tricks greatly expands students’ abilities to represent what they know and your ability to assess that knowledge.

So to go back to a question I posed at the start of this chapter – do mind-tools still have a place in our mobile-app, Smartphone driven world? Yes! Their ability to enhance online learning activities to support meaningful learning outcomes makes them as relevant today as they were in the mid-nineties. Mindtools may not be my husband’s most recent – or some may argue – even innovative work. Using Dave’s current language of “problem solving” I offer that integrating mindtools into online learning offers a solution to the very ill-structured problem of supporting higher order learning outcomes in online settings.
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17 First Principles of Learning

  David H. Jonassen

 

 

Introduction

Just as Dave Merrill synthesized his prodigious body of research and design into his First Principles of Instruction (Merrill, 2002), in this chapter I too hope to synthesize what I have learned about learning in my First Principles of Learning. Merrill (2002) synthesized five principles of instruction: activation, demonstration, application, and integration wrapped around a problem. In Figure 17.1, I suggest five principles of learning: problem-based, analogizing, modeling, reasoning causally, and arguing. Both Merrill’s First Principles of Instruction and my First Principles of Learning may be regarded as the epitome of our work (see Reigeluth & Stein, 1983, for the notion of an epitome).

In the early part of my career, much of my learning was guided by Merrill’s work, which continues to present perhaps the most coherent model of instructional design. Although impressed by the coherence of Merrill’s work for the Navy in the 1980s, it became obvious that I could not deny my constructivist orientation, so I came out of the closet (Jonassen, 1990, 1991). The assumption of instruction is that it results in learning. As a constructivist, how much of the variance in learning that is actually accounted for by instruction is questionable epistemologically, ontologically, and teleologically. That is why I have always been more interested in learning than I am in instruction – ergo, the First Principles of Learning. Please note that I am not arguing against instruction. I have provided a lot of it. My interest in learning is more pre-eminent.

The purpose for my research focus on problem-solving and related activities is captured best perhaps by the distinction that Gilbert Ryle (1949) made between knowing that vs. knowing how. My work has nearly always focused on knowing (learning) how vs. knowing (learning) that. This is more than a semantic distinction. The overwhelming majority of formal education is designed to help students to learn about the world. In universities everywhere, students learn about sociology, psychology, biology, and a host of other theoretical ologies, although too seldom are students required to learn how to do much of anything, such as solving sociological, psychological, biological or other kinds of problems.
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Figure 17.1 First principles of learning.





I argue that problem solving, analogizing, modeling, reasoning causally, and arguing are the most powerful modes of thinking that lead to the most meaningful learning. These are the most cognitively engaging and epistemically productive learning activities that students may complete. All are replete with cognitive load and other cognitive challenges.

Problems

Problem solving is most often the implicit goal of informal learning, as we learn to solve the myriad problems that we encounter in work and our everyday lives. I have long argued that problem solving should be the primary intellectual focus of nearly all formal education. Why should problem solving be considered the pre-eminent goal of education?

• Authenticity – In everyday, and especially professional life, people constantly solve problems. Problems are everywhere. Employees in corporations, the military, and other agencies are hired, retained, and rewarded for solving problems. Karl Popper (1999) made the bold assertion that living is essentially problem solving.

• Intentionality – Problems provide a purpose for learning. Students learning to solve problems must think in order to succeed. They construct conceptual understanding while solving problems because they must articulate or at least embrace an intention to solve the problem.

• Conceptual anchoring – Knowledge constructed while solving problems, as opposed to simply learning about a problem domain, is more mean-ingful, more integrated, better retained, and more transferable when encountering other problems.

• Ontology – The knowledge that is constructed while solving problems is phenomenologically (experiential knowledge) and epistemologically meaningful and at a higher or deeper level than knowledge resulting from simply reading or hearing about a problem domain (Jonassen, 2009).  Problem-based learning, compared with traditional didactic instruction, generally results in higher levels of understanding, problem-solving transfer, higher order thinking, and self-directed learning with slight decrements in basic domain knowledge acquisition (Hung, Jonassen, & Liu, 2008).

My theory of problem solving diverges from traditional models of problem-solving that articulate process models for solving all kinds of problems (e.g. Bransford & Stein, 1994). Problems and problem solving vary in several ways. Foremost among these differences is the continuum between well-structured and ill-structured problems (Jonassen, 1997; Simon, 1969). Most problems encountered in formal education are well-structured problems. Well-structured problems typically (a) present all elements of the problem, (b) engage a limited number of rules and principles that are organized in a predictive and prescriptive arrangement, (c) possess correct, convergent answers, and (d) have a preferred, prescribed solution process.

Ill-structured problems, on the other hand, are the kinds of problems that are encountered in everyday practice. Ill-structured problems have (a) many alternative solutions to problems, (b) vaguely defined or unclear goals and constraints, (c) multiple solution paths, and (d) multiple criteria for evaluating solutions.

Problems also vary in complexity. The complexity of a problem is a function of (a) the breadth of knowledge required to solve the problem, (b) the level of prior knowledge, (c) the intricacy for the problem-solutions procedures, and (d) the relational complexity of the problem (number of relations that need to be processed in parallel during a problem-solving process) (Jonassen & Hung, 2008). Ill-structured problems tend to be more complex than well-structured problems. Another dimension of problem complexity is dynamicity. In dynamic problems, the relationships among variables or factors change over time and are often non-linear. Changes in one factor may cause variable changes in other factors that often substantively changes the underlying nature of the problem. The more intricate these interactions, the more complex the problem becomes. There may also be delayed effects in a complex problem, which is yet another aspect of dynamicity. Ill-structured problems tend to be more dynamic than well-structured problems, which tend to be static because all of the information needed to solve the problems is contained in the problem statement.

A final dimension of problems and problem solving is domain specificity. In contemporary psychology, there is a common belief that problems within a domain rely on cognitive strategies that are specific to that domain (Mayer, 1992; Smith, 1991; Sternberg & Frensch, 1991). These are often referred to as strong methods, as opposed to domain-general strategies (weak methods). Problems vary according to the domain (physics problems are different from social psychology) and especially by the context in which they occur.

If problems vary along so many dimensions, then it is possible to describe and categorize different kinds of problems. I (Jonassen, 2000) have previously described a typology of problems that vary primarily along a continuum from well-structured to ill-structured, including puzzles, algorithms, story problems, rule-using problems, decision making, troubleshooting, diagnosis-solution problems, strategic performance, systems analysis, design problems, and dilemmas. This typology assumes that there are similarities in the cognitive processes for solving problems within a particular problem category. Within each category, problems may vary with regard to abstractness, complexity, and dynamicity, each of which poses somewhat different cognitive challenges (e.g. more abstract problems may require more analogical reasoning; dynamic problems involving delayed effects and non-linear relationships may require reasoning about changes over time; etc.).

An underlying assumption in instructional design is that conditions of learning should be altered to most effectively address different learning outcomes (Gagné, 1977). Therefore, learning how to solve different kinds of problems requires different learning activities. Instructional models for different kinds of problems are presented in Jonassen (2011). In the remainder of this chapter, I argue that the key epistemic components for learning to solve problems or otherwise engage meaningful learning are analogizing, modeling, reasoning causally, and arguing. The development of these skills will assist learners in completing myriad cognitive tasks. For me, they represent key critical thinking skills.

Analogizing to Learn

The use of analogies to facilitate concept development has a rich research history (Glynn, 1989; Paris & Glynn, 2004). Analogizing is the process of transferring (mapping) information from a particular subject (source) to another particular subject (target). Inferring analogies helps learners to understand a new idea by comparing its attributes to the attributes of an existing, better-understood idea.

Analogies are also useful for learning to solve problems. A primary purpose for learning to solve problems is transfer – that is, developing the ability to solve related problems. Although conceptions of transfer vary dramatically, problem-solving transfer means that learners can solve similar problems when encountered. In order to transfer problem-solving skills, it is essential to develop robust schemas for different kinds of problems (Jonassen, 2011). In order to develop those robust problem schemas, two different kinds of analogizing have proven useful. For more well-structured problems, analogical encoding supports problem schema induction. That is, provide analogical examples for comparison in order to help learners induce better problem schemas. For more ill-structured problems, case-based reasoning supports the recall of analogous problems (experiences) when trying to solve a current problem.

Analogical encoding is a process that provides multiple analogical problems to compare to the problem being solved. Well-structured problem-solving transfer is based on schema induction and reuse, which is a form of analogical reasoning. In order to induce more robust problem schemas, students should analogically compare the problem being solved to one or more structurally similar problems. Rather than attempting to induce and transfer a schema based on a single example, Gentner and her colleagues have shown that comprehension, schema induction, and long-term transfer across contexts can be greatly facilitated by comparing two analogous problems for structural alignment (Gentner & Markman, 1997, 2005; Loewenstein, Thompson, & Gentner, 1999, 2003). Analogical encoding fosters learning because analogies promote attention to structural commonalities, including common principles and schemas (Gick & Holyoak, 1983).

The second kind of analogizing is from experience. When we encounter a problem without a solution, we first search our memories for similar problems that we have solved. An encountered problem (a new case) prompts the reasoner to retrieve similar cases from memory, to reuse the old case if it works (i.e. interpret the new in terms of the old), which suggests a solution. If the suggested solution will not work, then the old and or new cases are revised. When the effectiveness is confirmed, then the learned case is retained for later use. This is a process known as case-based reasoning (Kolodner, 1993).

In order to enhance problem solving with case-based reasoning, we construct databases of previous experiences in the form of stories, known as case libraries. The simplest method for eliciting stories is to present a problem to an experienced practitioner and ask him/her if they have encountered a similar problem before. More often than not, they are reminded of many similar stories. After recording those stories, they must be indexed in order to explain the lessons learned from the experience. Indexes may include, among other issues, the problem goals and expectations, the context in which the problem occurred, the solution that was chosen, or the outcome of the solution, or the points that each story makes (i.e. the lessons to be learned from the experience). In addition to providing advice on how to solve a problem, those stories may also yield an abundance of conceptual and strategic knowledge that can be included in your instruction. Why? Because when eliciting stories, practitioners naturally embellish their stories with contextual information, heuristics, practical wisdom, and personal identities (Henning, 1996; Schön, 1983). Both analogical encoding and case-based reasoning use similar problems as analogies. Analogical encoding provides new problems in order to help learners construct robust problem schemas, while case-based reasoning provides reminded experiences of previously solved problems in order to help learners solve problems. The analogical processes are similar and both emphasize the importance of analogizing to problem solving.

Modeling to Learn

Model building is a powerful strategy for engaging, supporting, and assessing conceptual change in learners because these models scaffold and externalize internal, mental models by providing multiple formalisms for representing conceptual understanding and change (Milrad, Spector, & Davidsen, 2003; Jonassen, Strobel, & Gottdenker, 2005). Not only does model building engage students in meaningful learning, but it results in conceptual change. Although models are commonly provided to students to study and also used to design interactive learning environments, it is the construction and testing of models by students that offers the greatest potential for learning. The models that students construct also provide evidence of the growth and reorganization of learners’ conceptual models. Conceptual change may result from studying models, we learn so much more from building and manipulating models (Morrison & Morgan, 1999).

Why is model building so much more productive for learning and conceptual change than model using? When solving a problem or answering a complex conceptual question, learners must construct a mental model of the phenomena and use that model as the basis for prediction, inference, speculation, or experimentation. Constructing a physical, analogical, or computational model of the world reifies the learner’s mental model. So, when students construct, manipulate, and test their own technology-mediated models, they learn more and change conceptually more than they do from trying to induce the underlying model in a black box simulation. Among the most effective ways of engaging, supporting, and assessing conceptual change is by building and comparing models that represent different kinds of knowledge (Jonassen, 2008).

Models are conceptual systems consisting of elements, relations, operations, and rules governing interactions that are expressed using external notation systems (Lesh & Doerr, 2003). Although the most commonly used system for modeling scientific phenomena is the equation, many other kinds of modeling tools may be used to represent phenomena being studies, including images, structural diagrams, metaphors, and demonstrations (Jonassen & Henning, 1999) and computer-based tools such as databases, concept maps, spreadsheets, expert systems, hypermedia, systems dynamics tools, visualization tools, and teachable agents (Jonassen, 2006a). Each different kind of modeling tool includes its own constraints on the knowledge construction process as well as its affordances for constructing different kinds of knowledge.

What should students model? Most commonly, students focus on subject matter content, so any models they build typically focus on content topics. In addition to domain content, Jonassen (2006a) claimed that students should learn to model the problems they solve, the systems that organize ideas, and the thinking processes they use to learn (a form of metacognitive reflection).

Model building is a powerful learning strategy because:

• Model building is a natural cognitive phenomenon. When encountering unknown phenomena, humans naturally begin to construct theories about those phenomena as an essential part of the understanding process.

• Modeling supports hypothesis testing, conjecturing, inferring, and a host of other important cognitive skills.

• Modeling results in the construction of cognitive artifacts (mental models) by constructing physical or computational artifacts.

• When students construct models, they own the knowledge. Student ownership is important to meaning making and knowledge construction. When ideas are owned, students are willing to exert more effort, defend their positions, and reason more effectively (Duffy & Jonassen, 1993).

• Modeling provides shared workspaces and a basis for meaningful collaboration.

Reasoning Causally to Learn

Concepts are the basis of semantic processing. Most forms of understanding require humans to learn and apply dynamic combinations of concepts (Jonassen, 2006). Those combinations of concepts define various propositions. Propositions are sets of concepts that are connected by associative and dynamic relationships. The most common type of proposition that underlies all thinking is a causal proposition (one that implies cause and effect) (Carey, 2002). David Hume (1739/2000) claimed that causal reasoning is the cement of the universe. As intellectual cement, causality binds together reasoning processes that are common to all disciplines.

Causal reasoning enables us to make predictions, draw implications, make inferences, and articulate explanations. Given a set of conditions or states of an event, predictions state the possible effect(s) that may result. The two primary purposes of prediction are forecasting an event (e.g. economic or meteorological forecasting) and testing of hypotheses to confirm or refute scientific assumptions. A less deterministic form of prediction is drawing implications from a set of conditions based upon plausible cause-effect relationships. To imply is to entail or entangle events or to involve an effect as a necessary consequence of some cause without necessarily knowing what the effect will be. When an outcome or state exists for which the causal agent is unknown, then an inference is required. The primary purpose of inferences is diagnosis. Finally, causality is essential for understanding all forms of scientific reasoning (Klahr, 2000).

While causal reasoning is central to most kinds of learning, it is absolutely essential to problem solving. For example, Jonassen and Hung (2006) showed how troubleshooting relies on a functional model of the system being diagnosed. That functional knowledge is described by the causal relationships among the elements of the problem. So, problem solvers must develop an understanding of the causal relationships that comprise the problem space for virtually any kind of problem to solve it. Problems may be defined by the causal relationships among the entities that comprise the problem. In order to solve problems, the solver must understand the causal relationships in the problem.

Understanding the causal relationships in a problem is a complex cognitive phenomenon requiring comprehension of the covariational attributes of the causes as well as the underlying mechanisms behind those causes (Jonassen & Ionas, 2008). Causes are usually inferred from observational data. Covaration summarizes these empirical data in the form of quantitative descriptions. Covariational properties of causal relationships include the direction, strength, probability, and the immediacy of the effect (Jonassen & Ionas, 2008). Mechanisms are conceptual descriptions of causal relationship. They describe why and how the cause changes the effect. Covariational and mechanistic explanations are reciprocal. Both are necessary for understanding; neither is sufficient. Although learners can induce a correlation (covariation) between two variables using statistical methods, failure to provide an explanatory mechanism that shows how and why the covariation occurs results in lack of comprehensions of the relationship.

Jonassen and Ionas (2008) described a number of methods for enhancing causal reasoning in learners. Causality may be described using influence diagrams (Spector & Koszalka, 2004) or prompted using questions to focus student attention on important attributes of the relationships. Learners may also induce causal relationships from interacting with simulations. Students may construct causal models (see modeling discussion above) using expert systems, systems modeling tools, or a variety of available causal modeling tools. Including one or more of these methods while learning to solve problems will enhance student understanding of the problems they are learning to solve.

Arguing to Learn

Meaningful learning requires deep engagement with ideas. Deep engagement is supported by the critical thinking skill of argumentation. Learning to argue represents an important way of thinking that facilitates conceptual change and is essential for problem solving. “Argumentative thinking lies at the heart of what we should be concerned about in examining how, and how well, people think” (Kuhn, 1992, p. 157). Argumentation is the means by which we rationally resolve questions, issues, and disputes and solve problems. Embedding and fostering argumentative activities in learning environments promotes productive ways of thinking, conceptual change, and problem solving.

Although many definitions and theories of argumentation exist, Kuhn (1991) claims that complete arguments contain five essential components: (a) causal theories to support claims (see also the section in this chapter on Reasoning Causally to Learn), (b) evidence to support theories, (c) alternative theories, (d) conditions that would undermine the theories they hold (counterarguments), and (e) rebuttals to alternative theories.

Argumentation has been shown to support learning to solve both well-structured and ill-structured problems. When students answered well-structured physics problems incorrectly and later constructed an argument for the scientifically correct answer, Nussbaum and Sinatra (2003) found that those students showed improved reasoning on the problems and long-term retention. On the other hand, Cho and Jonassen (2003) showed that the production of coherent arguments to justify solutions and actions is a more important skill for solving ill-structured problems than for well-structured problems. Ill-structured problems are the kinds of problems that are encountered in everyday practice and are characterized as having (a) alternative solutions to problems, (b) vaguely defined or unclear goals and constraints, (c) multiple solution paths, and (d) multiple criteria for evaluating solutions; so they are more difficult to solve (Jonassen 2000). Groups that solved ill-structured economics problems produced more extensive arguments (,). Because ill-structured problems do not have convergent answers, learners must be able to construct arguments that justify their own solutions. We have begun to establish a clear relationship between argumentation (justification) and ill-structured problem solving, and this deserves further investigation by educational researchers and practitioners.

Summary

This chapter has synthesized what I believe to be the most important cognitive processes that lead to the most meaningful learning. Learning that is problem-focused necessarily engages deeper processing of information and results in more meaningful kinds of knowledge. In order to enhance learning to solve problems, learning environments should scaffold analogical reasoning, modeling, causal reasoning and argumentation. In addition to supporting problem solving, these activities provide valuable assessment information on problem-solving abilities. There exist a virtually unlimited list of research questions about these learning strategies and how they relate to problem solving and different learning outcomes. Which strategies are most important to supporting which kinds of problem solving? To what extent do these strategies supplant or supplement each other? How do these strategies relate to different instructional components? The important lesson is that learning outcomes are more likely to be scaffolded by learning strategies such as analogical reasoning, modeling, causal reasoning and argumentation than they are by instructional presentations. Learning environments should support productive thinking by students.
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Glossary

 

 

3D virtual environments Computer generated, three-dimensional, graphical spaces that can be based on real or fantasy environments and in which users are typically represented as avatars.

Agency The human capacity to act in the world; agency suggests that people act freely and not simply according to pre-established structures and expectations.

Analogizing The process of transferring (mapping) information from a particular subject (source) to another particular subject (target).

Aplomb Self-confidence – a desirable characteristic to nurture as learners progress.

Argumentation The means by which we rationally solve problems; arguments generally consist of (a) theories to support claims, (b) evidence to support theories, (c) alternative theories, (d) counterarguments, and (e) rebuttals.

Argumentation The process of supporting and defending claims with evidence.

Augmented reality Technology tools or applications that augment a real physical space with virtual materials (text, video, images) in real time.

Case-based reasoning A process invoked when encountering a new problem that involves retrieving a previously encountered problem believed to be similar and using analogical reasoning to address the new one.

Causal reasoning A process cutting across many disciplines that enables us to make predictions, draw implications, make inferences, and articulate explanations.

Cognitive tool Any technology such as mathematical notation or a computer program that enhances or extends the mental powers of human beings during thinking, problem solving, and learning; tools aimed at scaffolding cognitive processing; see mindtool.

Complexity A situation or task that involves many interrelated factors or components, often with nonlinear relationships, delays, and incompletely defined factors; perceived complexity is associated with an individual’s lack of familiarity with the problem type, lack of relevant background knowledge, lack of confidence to solve such problems, and so on.

Concept maps External representations depicting relationships among concepts (nodes).

Conceptual change Occurs when an existing concept is modified by some form of learning; the dynamic process of revising or changing a set of beliefs as a result of experience and education.

Constatively A give and take of arguments between the parties engaged in the communicative action; provides the learner with a facilitated feedback without giving the correct answer but clues to continue processing the solution individually.

Content area reading comprehension The ability to construct a meaningful interpretation of texts in a particular domain area.

Continuing healthcare education A form of continuing education for healthcare professionals that is designed to maintain, modify, and/or extend the competencies of healthcare professionals.

Craftsmanship Sustained dedication to excellence in the making of something, requiring a honing of skill and cultivation of wisdom based on professional experience.

Design theory A theory of design aimed at engaging learners in high level thinking in the context of solving real-world problems.

Direct instruction Learning that involves a teacher or tutor or instructional system in making decisions for learners, indicating which resources to use and what activities to pursue.

Dynamic interaction In the context of this volume, the dynamic interaction between problem solving and conceptual change; the notion is that there is or can be a relationship of mutual influence rather than the one-way influence often assumed.

Educational design research Educational design research is distinguished from other forms of scientific inquiry conducted by educators by its commitment to developing theoretical insights and practical solutions simultaneously in real-world (as opposed to laboratory) contexts.

Embodied learning In a 3D virtual environment, the way our understanding of phenomena is affected by (1) being represented virtually as an avatar; (2) interacting with virtual objects; and (3) being able to experience and interact with objects and environments in ways that would be impossible in the real world (i.e. flying or seeing at a nano-scale).

Epistemology The study of the nature and limits of knowledge and how knowledge is acquired and developed.

Experience Direct engagement with the world that results in knowledge through interaction with the world.

Experiential learning Experiential learning in its simplest form refers to learning from experience in contrast to learning from some type of formal instruction.

Formative feedback and assessment Support for learning that involves providing a learner meaningful and timely information pertaining to a specific learning task.

Framework An organized set of ideas, principles, agreements, or rules that provides the basis of a specific phenomenon or process.

Gaming The act of playing a video game and the use of game thinking and mechanics to design an activity.

Higher-order thinking Upper levels of a thinking process involving analysis, creativity, problem solving among other mental performances.

Ill-structured problem solving Solving problems that are incompletely defined and which lend themselves to multiple solution approaches and solutions.

Influence diagrams External representations that depict causal connections among concepts and problem factors.

Instructional design The process of devising engaging activities and supportive cognitive tools to promote learners’ abilities to solve complex and challenging problems.

Intelligent tutoring systems A computer system intended to replace a human tutor and provide instructional support and learning activities with appropriate feedback to learners.

Learning environment model A model that guides and constitutes the design, implementation and use of a learning environment.

Learning Involves a recognized and persistent change in a person’s attitudes, beliefs, capabilities, knowledge, or skills.

Machinima Video capture of a game or a simulation on the computer screen.

Meaningful learning Involves practical learning outcomes that can be applied to solve problems likely to be encountered.

Mental model Internal representations containing subjective plausible and meaningful declarative and procedural knowledge that people use to understand specific phenomena.

Millennials Those who were born into an environment where computers and the Internet were present; roughly, those born after 1982 in developed countries; also known as digital natives.

Mindtool A computer application that allows students to represent information, engage in solving problems, and develop higher order thinking skills; a computer system that supports the representation of knowledge and construction of meaning by learners; computer-based applications that engage learners in constructivist learning.

Mobile technologies Devices that are portable and used in everyday life, such as cell phones, tablet devices, or portable media players.

Model-based learning The formation and subsequent development of mental models by a learner.

Modeling A process involving the construction of cognitive artifacts that support hypothesis testing, conjecturing, inferring, and a host of other important cognitive skills.

Online learning Learning that is significantly supported using Internetbased resources and which typically takes place outside traditional classrooms.

Play Engagement in an activity that is enjoyable and includes challenge, fantasy and/or curiosity.

Practice theory A theory that takes practice or human activity as a unit of study, such as activity theory, actor-network theory, ethnomethodology, and Bourdieu’s theory of practices and dispositions.

Practice-centered instructional design Framing instructional-design work in terms of activity mediated by tools and circumstance, where opportunities for innovation emerge from new technologies, ideas, and systemic tensions, as well as the craftsmanship, character, and agency of participants.

Problem conceptualization An important but neglected early phase of problem solving in which a learner develops a personal theory to explain the situation.

Problem solving An activity aimed at resolving a situation which involves one or more undesirable, undefined or unknown (as yet) aspects; an engaging and dynamic process that may influence conceptual change and/or be influenced by conceptual change.

Scaffold A kind of mindtool that helps students develop desired skills such as argumentation and problem-solving.

Schema Represents the generic and abstract knowledge a person has acquired in the course of numerous individual experiences with objects, people, situations, and events.

Self-regulated learning Learning that focuses on individual sense-making and monitoring one’s own learning processes.

Simulation A type of learning environment wherein critical aspects of professional performance are replicated with some degree of fidelity so that learning and assessment are enabled.

Social learning In a 3D virtual environment, learning that is promoted within a social context which leverages conversations, identity and co-presence as key elements.

Systems models External representations that can include mathematical models to depict behavior over time so as to promote hypothesis testing.

Taxonomy A classification model of a set of elements that organizes the categorization of their complex elements or attributes.

Teaching with technology Integrating one or more technologies to support learning.

Transmedia A single experience that spans across multiple forms of media.

Visualization The ability to represent to oneself and/or others a set of facts, events or circumstances in a graphical manner that meaningfully encapsulates a visual message.

Web 2.0 Second-generation web pages and tools that typically involve interactive pages and support the participation and sharing of information and resources.
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Rumelhact and
‘Nomman (1985)
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Algorithmic

Communicative

Contextual

Enactive

Knowledge of strategies, techniques
and procedures with a prederermined
base of successive actions necessary for

the correct or safe resolution of a problem.

Includes some psychomotor skills and the
knowledge of methods of soluion.

Ability or competence to produce
personal interpretations, purposes
and meanings of a message.

Knowledge consisting of an ordered
set of actions o achieve specific goals,
considering the environmental
conditions or situations to perform
the task and personal capabiliies.
Can be defined as knowing why,
where and in what environment

or circumstances.

Knowledge that arises at the
time of doing or participating
in any activity or action.

Merrill (1983)

Habermas
(1983)

Tennyson and
Nielsen (1998)

Artess (2003)
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Principle

Procedural

Spatal

Stategic

Symbolic

Tacit

Technologisl

Integrated through procedures allowing

one to cary out pinciples, rules and other

processes. Although th knowledge of he

principle,rule o proces s dechrative,

in this cae,the focus i on implementing

the actons

Performing actions that allow one to

cach an otcome or chicve 3 gol.

Distinguished ioto the following:

1 Primitive:atomistc o isolated actons

2. Sequential: st o sequences of prmitive
methods,

Alows the use o parts o an objec n the

soltion of  problem. Spail knowledge

s o sub-dstegorics:

1. Constuctive approach. The constructon
of mentl represntations of what can be
bserved and the changes needed o solve
the probe..

2. Analvical eategy. Defines a sequence or
method to compare, proces o anaiyze
a characterstic (feature-by fearure).

Setof operations allowing a person to

£each a sated goal or olve  gven problem

by deciding on the tcps or stages o fllow

in th solution proces. Relates o procedurcs,

plans nd logistics
Nonverbal language lemens used to
implemen information n tchaicalor
specal knowledge areas using symbols
d codes.

Knowledge that camnot be witen of
formally xpressed but tha allows the
performance of cera actons. It an
o be defincd 35 knovwledge tht s
el routinely withou thinking.

Shout i nd that canno be
Srtulated o cxplained
logicll,although its method

of acqueiton can be proven,

Includes conten tht ndictes what
and how o do tings grounded in
technological resources, 1CT,
Computer-ssited sysems

and technological equipment.

Clark (2008)

Najjar and
Mayers (2004)

Lajoie (2003)

chi(1987)

Hauensein
(1995

Stemberg (1988)

Hauenstin
(1995
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Academic
instrumental

Behavioral

Cognitive

Communicative

Contextual

A combination of knowledge and
practices as well as atitudes, values
and belicfs, This knowledge improves
school performance because it relates
to calture and is linked to family and
the traditions of the country of origin,
specificaly for immigrants.

Includes behaving, talking or relating
to people, instifutions and other
factors. Integrates initiative,
cooperation, respect and valucs
during learning activities.

Refers to the artirudes induced by a
previous set of ideas and thoughts
abour a subject during the learning
process.

The social knowledge linked to murual
understanding berween individuals
within a family, community or group
as well as knowledge of the customs,
social norms, values and traditions
of a particular group.

Knowledge of why, when and where
10 use concepts, rules and concepts
appropriarely. This knowledge has a
direc association with cognitive skills,
which, in turn, are related to cognitive
strategics.

Rueda, Monzo,
and Arzubiaga
(2003)

Hauenstein (1998)

Anderson and
Krathwohl (2001)

Cranton and
Cohen (2000)

Gagné, Briggs,
and Wager (1992)






OEBPS/images/ch15_page256-01.jpg
Other categories from non-English references:

Conditional  Knowledge that solves when to use a Scallon (1999)
specific content or know-how. Ability to
identify the conditions under which
declarative and procedural knowledge is
appropriate. It relates to the resolution of
complex problems in everyday life situations
and the combination of different types of
knowledge acquired in advance.

Systemic Knowledge structure that combines a Morisette {1982)
holistic and integrated set of clements
that are interdependent and connected.
Requires organization, structure, theory
and operating rules.
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Contextual

Experiential

Meta-declarative

Knowledge obtained through the
regulation and management of
cogaitive processes, particularized

in relation to influcntial simations,
data or information. Usually serves
to achieve a relarively conerete goal
o objective.

Knowledge related to the cognitive
and affective experiences that
accompany any cognitive process.
Includes the cognition process itsclf as
well as the factors that contribute to the
cogitive process. This knowledge is
acquired through experience and

Flavell (1976)

Flavell (1976)

Chi (1987)
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Emancipatory

Emotive

Episodic

Prescriptive

Symbolic

Transformative

Knowledge acquired through self-
reflection, providing the ability to be
aware of the self-condition and
potential transformations in life.
Emanciparory abilities provide the
reedom to make choices and control
social forces.

The st of positive or negative
emotional charges that affect
knowledge, such as feclings of
pleasure or displeasure, interests

and motivations. Also induced by

the first approach or proximity to
certain content in a ficld of knowledge.

Knowledge and memory of cmotional
derails of experiences and events and
their spatial and temporal relarionships.
Indicates the content related to dury or
“what has to be.”

Set of attitudes towards non-
verbal clements or language used to
communicate information.

Reassess the basics of beliefs and act
on insights derived from the new
‘meaning perspective. It may participate
on communicative and inscrumental
learning.

Mezirow (1990)

Anderson and
Krathwohl (2001)

Najjar and
Mayers (2004)

Hauenstein (1998)

Hauenstein (1998)

Mezirow (1990
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+ Select and read ona of ha following raadings o ba the bas's of your map. Both
are avalabis i the same foder on BB 2s ths assignment dascription.

o Su,B, Bork, C.J, Magika, R.J, L, X. & Laa, S. (2005). The
importance of interacton in Wab-basad education: A program-avelcase
study of onine MBA coursas: Journal of Intractive Onina Laarning.d,1
Ratreved from hig/vww. ol oriolissues odé 1.1.oct

. Chapter 3—"Key Facitator Roles” from Collson, G., Ebaum, B., Haavind,
S.,& Tiker, . (2000). Facitating Oniine Learning. Madison, Wi: Atwood
Blbishing

+ Think about a focus queston for your map. Sa Novak reading and

Concepihiap_Guide_Aug1é povarpoint

+ Folow the guideinas n tha Concepihian_Guids_Aug1a PowerPoint for creating
and ravising your map.

+ Usa “notas",in Chiap to add notes, ks or other sxplantory information for
bout 20% of your concapts

+ Ganerats labeled Inks betwaen al concept nodes.

© Tnis s pemaps tne narcest part ofthe assgnmant. Refer 1o the
“Jonassen inks" e for ink examples ofInking words

= Rafar o he lnk charactariscs i ha PPT fia referancad above,

+ Vour map should be nested at st one level - but $38 e rubric below for how
your map wil be assessa.

+ Wirte a snort descriplon (a couple o paragraps) on how you wouid uss tis
sk nto an onling learring sating

o Youlll need to submitthis in 2 ssparate MS Word documant
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CMapTools 5.0 Job Aid

‘Adda concept

‘Double click on the white space / Or ight click on the white space and
seoct “New Concept”

> Type n aconcept label o replac the question marks in the shape (0
> Click on the whit space when you e done with typing.

| AddaTink

et click o the concept, drag he rtow o the (0p of the concept ==

1 you relesse the mouse when another concept s selcted,a ik il be
added beween them | I you release e mous o the whit space, a new
conceptwill o be added

> Next type in a fink label o eplace the question mark in th rectangi on

the ink 222, Click on the white space when you are done

“Edit a concept
ik

+ Double clickinga shape enables you o edit he content of the concept
+ Double clicking the recangle on a lnk endbles you 10 e th lnk abel

Creaiea CViap

T he window of “Views-CNpTools”, slect “Now CMap” from e File

Menu

[Savea Ciap

Select “Save Chiap” from th il menu.

For the locaion, seect "My CMaps” £, and name th fke.
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Problen-oriented aids Result-oriented aids

Instructions with the aim to influence the
organization of the students’ learning and
thinking process

Problen-centered organizatior Object-centered organization
of the learning pracess of the learning process

Instructions with the aim to direct the
learning and the thinking process.
sicuated aids)

Aids for structuring. Aids for solution finding

* Help to make the problem more » Providing tasks and instructions to
precise deal with these tasks - but without

« Help to develop hypotheses reference to the problem in question

* Help o est these hypotheses » Help o idensify relevant components

* Help to summarize the acquired « Help 1o generalize the relevan relasions

knowledge « Help o stabilize what is to be learned
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